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ABSTRACT 

 

 

CLUSTER ANALYSIS OF WARD AND K-MEANS METHODS TO GROUP 

REGENCY-CITY IN WEST JAVA PROVINCE BASED ON 

PARTICIPATION OF WOMEN IN DEVELOPMENT  

 

 

 

By 

 

 

Rahma Nurkholiz 

 

 

 

 

Cluster analysis is one of the multivariate statistical methods used to group objects 

based on their similar characteristics without prior labeling. In this study, cluster 

analysis is used to group regencies-cities in West Java Province based on women's 

participation in development in 2021-2023 using the Ward and K-Means cluster 

methods. To overcome the problem of multicollinearity between variables, data 

transformation is carried out using Principal Component Analysis (PCA) in order 

that the resulting new variables are independent to each other. The principal 

component scores were used for clustering the regencies-cities data using the two 

cluster methods, and the results were then evaluated using the Davies-Bouldin 

Index (DBI) and Calinski-Harabasz Index (CHI) to determine the optimal number 

of clusters. The results show that both the Ward and K-Means methods produce the 

same number of optimal clusters, which are four clusters for data 2021, three 

clusters for data 2022 and 2023, and four clusters for the average of data 2021- 

2023. 

 

Keyword: Cluster Analysis, Ward, K-Means, PCA, Davies-Bouldin Index, 

Calinski-Harabasz Index, Women's Participation. 
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I. INTRODUCTION 

 

 

 

 

1.1 Background and Problems 

 

 

 

Cluster analysis is a statistical method that identifies groups of samples based on 

similar characteristics.  The purpose of cluster analysis is to reduce the number of 

objects by classifying objects into relatively homogeneous clusters.  In cluster 

analysis, clustering is used Euclid distance as a proximity measure (Rencher, 2002).  

The closer the distance between one individual and another, the greater the level of 

similarity, so they will be grouped together in one group (Usman & Nurdin, 2013).  

Cluster analysis is divided into two methods, that is hierarchical and non-

hierarchical. Hierarchical cluster analysis is a method used to group observations in 

a structured manner based on similarity of properties and the number of groups that 

can be formed is unknown, while non-hierarchical cluster analysis is a cluster 

technique that requires manual determination of the number of clusters (Rencher, 

2002). 

 

In hierarchical cluster analysis, there are two methods, that is agglomerative and 

divisive. The agglomerative method is further divided into Single Linkage, 

Complete Linkage, and Average Linkage, Ward Method, Centroid Method, and 

Median Method (Nugroho, 2008).  While in non-hierarchical cluster analysis, one 

of the most popular methods is K-Means (Baroroh, 2012).  In cluster analysis, there 

is assumptions that must be met, it is the assumption of non-multicollinearity.  

Multicollinearity is a linear relationship that exists between independent variables 

that can be seen from the Variance Inflation Factor (VIF) value.  If the VIF value is 

more than 10, it can be concluded that there is multicollinearity (Draper & Smith, 

1998) (Widarjono, 2010). 



2 

 

 

 

 

The problem of multicollinearity can be overcome by using Principal Component 

Analysis (PCA) which aims to reduce the data dimension by transforming the 

existing independent variables into K principal components.  Principal Component 

Analysis (PCA) is an analytical technique used to transform the initial correlated 

variables into a new set of variables that are no longer correlated (Johnson & 

Wichern, 2007).   

 

After clustering, the next step is to evaluate the performance of the clustering results 

to assess the strength and quality of the grouping of an object against the cluster it 

produces (Wira et al., 2019). Indices that can be used are the Davies-Bouldin index, 

Calinski-Harabasz index, and other indices. The Davies-Bouldin index is used to 

perform the process of measuring a clustering result based on the cohesion and 

separation values. This index minimizes the average distance between each cluster 

and the most similar to it (Ansari et al., 2011). The Calinski-Harabasz index is the 

ratio of the sum of dispersion between clusters and dispersion within clusters for all 

clusters (dispersion is defined as the sum of squared distances) (Caliński & JA, 

1974). 

 

Research by Wang & Lu (2021), examines the application of panel data cluster 

analysis in economic and social research in China using R software where the 

clustering of 31 provinces is divided into each year period, from 2008-2018. 

Ramadhan et al. (2020), examined cluster analysis of multivariable panel data using 

Ward's method, focusing on Gross Enrollment Ratio (GER) data in West Java 

Province in 2015-2018 and concluded that through cluster analysis using Ward's 

method, regency/city in West Java Province can be grouped into several clusters 

during 2015 to 2018.  Iklima & Pujiyanta (2023), examined the comparison 

between two clustering methods, that is K-Means and Ward, in grouping customers 

of a mall and concluded that the use of the Ward method is better than the use of 

the K-Means method for the process of grouping Mall customers. Fathia et al. 

(2016) examined cluster analysis with Ward and Single Linkage methods to group 

sub-districts in Semarang Regency based on village potential data. 
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Research by Ansari et al. (2011), conducted an evaluation process with a 

comparison of several indices, including Davies-Bouldin index to cluster user 

navigation sessions based on web access logs. Another research by Sikana & 

Wijayanto (2024) used the Calinski-Harabasz index in clustering the Human 

Development Index (HDI) in Indonesia in 2019. 

 

According to Escobar (1995), development is a concept generally used to manage 

people who are often identified as problems, clients, and underdeveloped, more 

specifically women are one of them.  The Indonesian government has published 

Presidential Instruction (Inpres) No. 9 of 2000 on Gender Mainstreaming in 

National Development, as a reference to maximize the potential of women in 

development.  According to the West Java Central Bureau of Statistics (BPS), the 

involvement of women in parliament in West Java Province in 2023 is only 22.69%. 

In the Trading Development and Gender Equality forum held on the sidelines of the 

2019 Asian Development Bank Annual Meeting in Nadi, Fiji, the Minister of 

National Development Planning/Head of Bappenas stated that women are important 

assets, have great potential, and are valuable investments for Indonesia. With their 

capabilities and abilities, women can make a significant contribution to the 

country's development.   

 

Based on previous research and problems, no one has used Ward and K-Means 

cluster analysis to conduct research on clustering regency/city in West Java 

Province based on women's participation in development. Therefore, the author is 

motivated to conduct research on cluster analysis using the Ward and K-Means 

methods to group regency/city in West Java Province based on women’s 

participation in development on the 2021-2023 period, and use the Davies-Bouldin 

index and Calinski-Harabasz index in the process of evaluating cluster 

performance. 
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1.2 Research Objectives 

 

 

 

This research aims to apply the Ward and K-Means methods in clustering 

regency/city in West Java Province using the Davies-Bouldin index and Calinski-

Harabasz index as an evaluation of cluster performance based on women's 

participation in development in 2021-2023. 

 

 

 

1.3 Research Benefits 

 

 

 

The benefits obtained from this research are: 

1. Contribute ideas to expand the knowledge of statistics, especially Ward's 

agglomerative hierarchical cluster analysis and K-Means non-hierarchical 

cluster analysis in grouping regency/city based on women's participation in 

development. 

2. Provide input and encouragement for other researchers to further research 

Ward's agglomerative hierarchical cluster analysis and K-Means non-

hierarchical cluster analysis to group the other areas. 

3. Provide input and encouragement for the government and related 

institutions to allocate resources and develop more efficient policies to 

increase women's participation in development. 

 



 

 

 

 

 

II. LITERATURE REVIEW 

 

 

 

 

2.1 Multivariate Analysis 

 

 

 

Multivariate analysis is the analysis of multiple variables in one or more 

relationships.  Multivariate analysis is one type of statistical analysis used to 

analyze data consisting of many variables, both independent and dependent 

variables (Wijaya & Budiman, 2016).  According to Johnson & Wichern (2007), 

Multivariate analysis includes the analysis of research data using many variables 

that are subject to simultaneous measurement. 

 

Multivariate analysis is divided into two methods: dependency and interdependency 

methods.  The dependency method has two types of variables: independent and 

dependent variables.  Some of the dependency method analysis techniques are 

multiple regression, discriminant analysis, canonical correlation, and Manova. 

Meanwhile, the interdependency method only has one variable, the independent 

variable. Interdependency analysis techniques consist of factor analysis, cluster 

analysis, and multidimensional scaling (Wijaya & Budiman, 2016). 

 

Data in multivariate analysis can be expressed in matrix form.  The size of a matrix 

is described by stating the number of rows (horizontal line) and the number of 

columns (vertical line) contained in the matrix.  If X is a matrix, it is used to denote 

the entries contained in row i and column j of X, i = 1, 2, ..., m; j =1, 2, ..., n. So, an 

m x n matrix can generally be written as follows (Johnson & Wichern, 2007): 
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𝑿 = [

𝑥11 𝑥12 ⋯ 𝑥1𝑛

𝑥21 𝑥22 ⋯ 𝑥2𝑛

⋮ ⋮ ⋱ ⋮
𝑥𝑚1 𝑥𝑚2 ⋯ 𝑥𝑚𝑛

] 

 

where X contains data consisting of all observations on all variables. 

 

 

 

2.2 Non-Multicollinearity Assumption 

 

 

 

Multicollinearity is a linear relationship that exists between independent variables.  

Multicollinearity can be seen from the Variance Inflation Factor (VIF) value.  The 

formula for calculating VIF is as follows: 

 

𝑉𝐼𝐹 =
1

(1−𝑅𝑖
2)

            (2.1) 

 

where: 

𝑅𝑖
2 : coefficient of determination on variable i 

i : 1,2,3,…, n. 

 

If the VIF value is more than 10, it can be concluded that there is multicollinearity 

(Draper & Smith, 1998)  (Widarjono, 2010). 

 

 

 

2.3 Data Standardization 

 

 

 

Data standardization or transformation is a process carried out to overcome large 

differences in unit values between variables in data analysis. This is important 

because significant differences in units can cause distance calculations to be invalid.  

Standardization aims to transform data into a common scale, allowing for more 

accurate and meaningful analysis.  Transformation can be done with z-score, which 
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is the transformation of data in the standard normal form N (0,1) formulated as 

follows (Rencher, 2002): 

 

𝑧𝑖 =
𝑥𝑖−�̅�

𝑠
   𝑓𝑜𝑟 𝑖 = 1,2,3, … , 𝑛              (2.2) 

 

where: 

𝑥𝑖 = original value of data i 

�̅� = average of all data 

s = standard deviation of the data. 

 

 

 

2.4 Euclidean Distance 

 

 

 

In cluster analysis, clustering is used a measure that can explain the similarity or 

closeness between data to explain the simple group structure of complex data, that 

is the distance or similarity measure.  The distance measure that is often used is the 

Euclidean distance measure (Johnson & Wichern, 2007).  The smaller the distance 

of an individual and another individual, the greater the similarity of the individual, 

so that the individual will be included in the same group (Usman & Nurdin, 2013).  

Euclidean distance function between two vectors 𝒙 = (𝑥1, 𝑥2, … , 𝑥𝑝)′ and 𝒚 = 

(𝑦1, 𝑦2, … , 𝑦𝑝)′, are defined as follows (Rencher, 2002): 

 

𝑑(𝑥, 𝑦) = √(𝑥1 − 𝑦1) + (𝑥2 − 𝑦2) + ⋯+ (𝑥𝑝 − 𝑦𝑝)
2
  

= √(𝒙 − 𝒚)′(𝒙 − 𝒚) = √∑ (𝑥𝑗 − 𝑦𝑗)
2𝑝

𝑗=1       (2.3) 

 

where: 

𝑑(𝑥, 𝑦) : Euclidean distance between two vectors 𝑥 and 𝑦 

p : number of dimensions or length of the vector 

𝑥𝑗  : The jth component or data of the vector 𝑥 

𝑦𝑗 : The jth component or data of the vector 𝑦. 
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2.5 Cluster Analysis 

 

 

 

Cluster analysis is a method in multivariate analysis that aims to find groupings in 

data, where objects or observations within each cluster are similar to each other, but 

different from objects in other clusters. This analysis seeks to identify clusters 

without any prior knowledge of the number or characteristics of the clusters. In 

contrast to classification analysis that uses predefined groups or populations, cluster 

analysis groups observations based on measured similarities, for example, using a 

measure of distance between observations or a comparison of variability between 

clusters (Rencher, 2002). 

 

According to Nugroho (2008), cluster analysis is a statistical method that identifies 

groups of samples based on similar characteristics. Cluster analysis groups similar 

elements as research objects that have a high level of homogeneity between objects 

into different clusters with a high level of heterogeneity of objects between clusters.  

The purpose of cluster analysis is to reduce the number of objects by classifying 

objects (cases or elements) into relatively homogeneous clusters. 

 

 

2.5.1 Hierarchical Cluster Analysis 

 

 

The hierarchical cluster method is a method used to group observations in a 

structured manner based on similarity of properties and the number of groups that 

can be formed is unknown (Rencher, 2002).  The formation of a hierarchical method 

has the nature of developing a hierarchy or a branching tree-like structure.  

Hierarchical methods can be through sequential merging (agglomerative) or 

sequential division (divisive). Agglomerative clustering is a clustering method that 

is carried out from observing objects that have similarities so that they combine into 

a small cluster and from the small clusters formed will be combined into one large 

cluster that contains all clusters. 
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The Agglomerative Method consists of: 

1. Linkage Method 

This method is further divided into three methods that is, single linkage, 

complete linkage, and average linkage. 

2. Ward Method 

3. Centroid Method 

4. Median Method 

 

Divisive clustering is the opposite of the agglomerative method. This clustering 

method starts by assuming that there is only one cluster that contains all objects 

(Nugroho, 2008). 

 

 

Ward’s Method 

 

 

According to Johnson & Wichern (2007), the Ward method is a hierarchical 

approach to clustering that aims to minimize the information lost when merging 

two groups. This method combines the two clusters that have the smallest cost to 

join according to the equation below (De Amorim, 2015). 

 

𝑊𝑎𝑟𝑑(𝑆𝑖, 𝑆𝑗) =
𝑁𝑆𝑖

 .  𝑁𝑆𝑗

𝑁𝑆𝑖
+𝑁𝑆𝑗

𝑑(𝑐𝑆𝑖
, 𝑐𝑆𝑗

)        (2.4) 

 

Where: 

𝑁𝑆𝑖
, 𝑁𝑆𝑗

 : cardinality of the cluster 𝑆𝑖 and 𝑆𝑗 or the amount of data in each 

cluster 

𝑐𝑆𝑖
, 𝑐𝑆𝑗

 : centroid of the cluster 𝑆𝑖 and 𝑆𝑗  

𝑑(𝑐𝑆𝑖
, 𝑐𝑆𝑗

) : Euclidean distance between centroids 𝑐𝑆𝑖
 and 𝑐𝑆𝑗

. 
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2.5.2 Non-hierarchical Cluster Analysis 

 

 

Non-hierarchical cluster analysis is a cluster analysis that requires manual 

determination of the number of clusters. This method is designed to group objects 

into K clusters.  The number of clusters, K, is predetermined before the clustering 

procedure begins.  One of the popular non-hierarchical cluster methods is K-Means 

(Baroroh, 2012). 

 

 

K-Means’s Method 

 

 

The K-Means method is an unsupervised hierarchical method and belongs to the 

partition-based clustering method.  This is because the data analyzed does not have 

cluster labels, so in the clustering process, there are no definite cluster members. 

According to MacQueen, the term K-Means describes that this algorithm marks 

each object grouped into a cluster that has the closest center (average) (Johnson & 

Wichern, 2007). 

 

The K-Means method aims to minimize variation within the same cluster and 

maximize variation between clusters.  However, there are two main challenges in 

this non-hierarchical approach. First, the number of clusters must be predetermined.  

Second, the selection of the initial cluster centers is not always certain.  

Furthermore, the clustering result is greatly influenced by how the cluster centers 

are selected.  Many algorithms start the process by selecting the first k (k = number 

of clusters) cases as the initial cluster centers. Therefore, the clustering result is 

highly dependent on the observed data. Despite some drawbacks, this method can 

be done quickly and is particularly useful when the number of observations is large 

(Simamora, 2005). 

 

The steps of k-means cluster analysis are as follows: 

1. Specify k as the number of clusters formed 

2. Determining the centroid (cluster center point) 
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The initial centroid determination is done randomly from the available 

objects for k clusters.  After that, the centroid for the next i-th cluster is 

calculated using the formula: 

 

𝐶𝑖𝑗 =
∑ 𝑥𝑗

𝑚
𝑞=1

𝑢
           (2.5) 

 

 where: 

 𝐶𝑖𝑗 : centroid value of the i-th cluster on the j-th variable 

 𝑥𝑗 : data value on the jth variable 

 u : number of objects in the formed cluster 

 m : number of variables. 

3. Calculate the distance of each object to the centroid of each cluster.  To 

calculate the distance between objects and centroids using Euclidean 

distance (2.5). 

4. Allocate each object to the closest centroid. 

5. Iterate and then determine the new centroid position using the equation in 

(2). 

6. Repeat the steps in (3) if the new centroid position is not the same (still 

changing). 

 

 

 

2.6 Evaluation of Cluster Analysis Results 

 

 

 

After the clustering results are obtained, the next step is to check how high the 

quality of the clustering is by looking at the ability of the cluster to distinguish 

existing data according to the variables or characteristics of the subject used for 

clustering (Gudono, 2014). In this research, the methods used are the Davies-

Bouldin index and the Calinski-Harabasz index. 
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2.6.1 Davies-Bouldin Index (DBI) 

 

 

The Davies-Bouldin index is used to measure a clustering result based on the 

cohesion and separation values discovered by David L. Davies and Donald W. 

Bouldin. This index minimizes the average distance between each cluster and the 

most similar to it (Ansari et al., 2011). The following are the steps in calculating 

the Davies-Bouldin index: 

 

1. Calculate the cohesion/homogeneity matrix using the SSW (Sum of Square 

Within cluster) formula: 

 

𝑆𝑆𝑊𝑖 =
1

𝐶𝑖
∑ 𝑑(𝑥, 𝑐𝑖)𝑥𝜖𝐶𝑖

      (2.6) 

 

where 𝐶𝑖 is the number of points in the cluster 𝐶𝑖, 𝑑(𝑥, 𝑐𝑖) is the distance 

between point x and the centroid 𝑐𝑖, and 𝑐𝑖 is the centroid of the cluster 𝐶𝑖. 

2. Calculate separation/heterogeneity using the SSB (Sum of Square Between 

clusters) formula: 

 

𝑆𝑆𝐵𝑖,𝑗 = 𝑑(𝑐𝑖, 𝑐𝑗)       (2.7) 

 

where 𝑐𝑖 is the centroid of cluster 𝐶𝑖, 𝑐𝑗 is the centroid of cluster 𝐶𝑗, and 

𝑑(𝑐𝑖, 𝑐𝑗) is the distance between the centroids of the two clusters. 

3. Calculate the ratio to find out how good the comparison value is between 

one cluster and another. 

 

𝑅𝑖,𝑗 =
𝑆𝑆𝑊𝑖+𝑆𝑆𝑊𝑗

𝑆𝑆𝐵𝑖,𝑗
      (2.8) 

 

Where 𝑆𝑆𝑊𝑖 is the i-th cluster, 𝑆𝑆𝑊𝑗  is the jth cluster, and 𝑆𝑆𝐵𝑖,𝑗 is the 

separation of the i-th and j-th clusters. 

4. Calculating the Davies-Bouldin index. 
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𝐷𝐵𝐼 =
1

𝐾
∑ 𝑚𝑎𝑥𝑖≠𝑗(𝑅𝑖,𝑗)

𝐾
𝑖=1       (2.9) 

 

Where K is the number of clusters, 𝑅𝑖,𝑗 is the ratio between clusters i and j, 

and max is the largest ratio between clusters. 

 

The Davies-Bouldin Index gives a lower value for better clustering, with an ideal 

value close to zero. The larger the Davies-Bouldin Index value, the worse the cluster 

quality (Hasan, 2024). 

 

 

2.6.2 Calinski-Harabasz Index (CHI) 

 

 

Calinski-Harabasz Index, also known as Variance Ratio Criterion, can be used for 

clustering model evaluation (Caliński & JA, 1974). For a data set X of size n that 

has been grouped into k clusters, the Calinski-Harabasz index is expressed in the 

following equation: 

 

𝐶𝐻𝐼 =
𝐵𝑘/(𝑘−1)

𝑊𝑘/(𝑛−𝑘)
  𝑜𝑟 𝐶𝐻𝐼 =

𝐵𝑘

𝑊𝑘
×

𝑛−𝑘

𝑘−1
   (2.10) 

 

with 

 

𝐵𝑘 = ∑ 𝑛𝑖‖𝑐𝑖 − 𝐶‖2𝑘
𝑖=1   

 

𝑊𝑘 = ∑ ∑ ‖𝑥 − 𝑐𝑖‖
2

𝑥∈𝐶𝑖

𝑘
𝑖=1   

 

where 𝐵𝑘 is inter-cluster variance (between cluster centroid and overall centroid), 

𝑊𝑘 is intra-cluster variance (between a data point and its cluster centroid), 𝑘 is 

number of clusters, and 𝑛 is the total amount of data. 

 

The higher of the CH index value, the better the clustering result as it shows that 

the clusters are clearly different from each other with less variation within each 

cluster (Caliński & JA, 1974). 
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2.7 Principal Component Analysis (PCA) 

 

 

 

Principal Component Analysis (PCA) is an analytical technique used to transform 

initial correlated variables into a new set of variables that are no longer correlated. 

The main objective of PCA is to reduce the dimensionality of the data by 

transforming the independent variables into k principal components. PCA emerged 

as a solution in data collection situations involving many variables, resulting in 

fewer new variables but still able to explain data variation effectively (Johnson & 

Wichern, 2007). 

 

Although it takes a number of p components to reproduce the total variability, it is 

often the case that most of this variability can be explained by a small number of k 

principal components. If so, these k components have almost the same information 

as the original p variables. Therefore, k principal components can replace the 

original p variables, and the original data consisting of n measurements on p 

variables can be reduced to data with n measurements on k principal components 

(Johnson & Wichern, 2007). 

 

Suppose there are p variable observations, given a random vector 𝑿′ =

[𝑋1, 𝑋2, … , 𝑋𝑃] which has a covariance matrix 𝚺 with eigenvalues 𝜆1 ≥ 𝜆2 ≥ ⋯ ≥

𝜆𝑝 ≥ 0. Consider the following linear combination: 

 

𝑌1 = 𝒂𝟏
′ 𝑿 = 𝑎11𝑋1 + 𝑎12𝑋2 + 𝑎13𝑋3 + ⋯+ 𝑎1𝑝𝑋𝑝 

𝑌2 = 𝒂𝟐
′ 𝑿 = 𝑎21𝑋1 + 𝑎22𝑋2 + 𝑎23𝑋3 + ⋯+ 𝑎2𝑝𝑋𝑝 

𝑌3 = 𝒂𝟑
′ 𝑿 = 𝑎31𝑋1 + 𝑎32𝑋2 + 𝑎33𝑋3 + ⋯+ 𝑎3𝑝𝑋𝑝 

⋮ 

𝑌𝑝 = 𝒂𝒑
′ 𝑿 = 𝑎𝑝1𝑋1 + 𝑎𝑝2𝑋2 + 𝑎𝑝3𝑋3 + ⋯+ 𝑎𝑝𝑝𝑋𝑝 

 

then 
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𝑉𝑎𝑟(𝑌𝑖) = 𝒂𝒊
′𝚺𝒂𝒊         ;   𝑖 = 1,2,3, … , 𝑝     (2.11) 

𝐶𝑜𝑣(𝑌𝑖, 𝑌𝑘) = 𝒂𝒊
′𝚺𝒂𝒌      ;   𝑖 = 1,2,3,… , 𝑝     (2.12) 

 

where 𝚺 is the covariance matrix or can be replaced by the correlation matrix 𝜌 and 

𝒂𝒊 is the eigenvectors associated with 𝜆𝑖. The principal components formed are 

uncorrelated linear combinations 𝑌1, 𝑌2, … , 𝑌𝑃 whose variance in (2.17) is 

maximized. In general, the i-th principal component is the linear combination 𝒂𝒊
′𝑿 

that maximizes 𝑉𝑎𝑟(𝒂𝒊
′𝑿 ) against the constraints 𝒂𝒊

′𝒂𝒊 = 1 and 𝐶𝑜𝑣(𝒂𝒊
′𝑿 , 𝒂𝒌

′ 𝑿 ) =

0 for k < I which means 

 

▪ Principal component 1 is a linear combination 𝒂𝟏
′ 𝑿 that maximizes 

𝑉𝑎𝑟(𝒂𝟏
′ 𝑿 ) against the constraint 𝒂𝟏

′ 𝒂𝟏 = 1. 

▪ Principal component 2 is the linear combination 𝒂𝟐
′ 𝑿 that maximizes 

𝑉𝑎𝑟(𝒂𝟐
′ 𝑿 ) against the constraints 𝒂𝟐

′ 𝒂𝟐 = 1 and 𝐶𝑜𝑣(𝒂𝟏
′ 𝑿 , 𝒂𝟐

′ 𝑿 ) = 0. 

▪ Principal component 3 is the linear combination 𝒂𝟑
′ 𝑿 that maximizes 

𝑉𝑎𝑟(𝒂𝟑
′ 𝑿 ) against the constraints 𝒂𝟑

′ 𝒂𝟑 = 1 and 𝐶𝑜𝑣(𝒂𝟏
′ 𝑿 , 𝒂𝟐

′ 𝑿 ) = 0, 

𝐶𝑜𝑣(𝒂𝟏
′ 𝑿 , 𝒂𝟑

′ 𝑿 ) = 0, and 𝐶𝑜𝑣(𝒂𝟐
′ 𝑿 , 𝒂𝟑

′ 𝑿 ) = 0. 

▪ The principal component i is a linear combination 𝒂𝒊
′𝑿 that maximizes 

𝑉𝑎𝑟(𝒂𝒊
′𝑿 ) against the constraints 𝒂𝒊

′𝒂𝒊 = 1 and 𝐶𝑜𝑣(𝒂𝒊
′𝑿 , 𝒂𝒌

′ 𝑿 ) = 0 for k 

< 1. 

 

Suppose the eigenvalues and eigenvectors are pairwise 

(𝜆1, 𝒂𝟏), (𝜆2, 𝒂𝟐), … , (𝜆𝑝, 𝒂𝒑), where 𝜆1 ≥ 𝜆2 ≥ ⋯ ≥ 𝜆𝑝 ≥ 0. Then: 

 

𝜎11 + 𝜎22 + ⋯+ 𝜎𝑝𝑝 = ∑𝑉𝑎𝑟(𝑋𝑖) =

𝑝

𝑖=1

𝜆1 + 𝜆2 + ⋯+ 𝜆𝑝 = ∑𝑉𝑎𝑟(𝑌𝑖)

𝑝

𝑖=1

 

 

The part of the total population contributed by the kth principal component is the 

value: 
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(
𝑃𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛

𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑑𝑢𝑒 𝑡𝑜 𝑡ℎ𝑒
𝑘𝑡ℎ 𝑝𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡

) =
𝜆𝑘

𝜆1 + 𝜆2 + ⋯+ 𝜆𝑝
          𝑘 = 1,2, … , 𝑝. 

 

If 𝑌1 = 𝒂𝟏
′ 𝑿, 𝑌1 = 𝒂𝟏

′ 𝑿 ,…., 𝑌1 = 𝒂𝟏
′ 𝑿 is the principal component obtained from 

the covariance matrix 𝚺, then to calculate the correlation between the i-th principal 

component and the kth X variable is: 

 

𝜌𝑌𝑖, 𝑋𝑘 =
𝑎𝑖𝑘√𝜆1

√𝜎𝑘𝑘
         𝑘 = 1,2, … , 𝑝      (2.13) 

 

where (𝜆1, 𝒂𝟏), (𝜆2, 𝒂𝟐), … , (𝜆𝑝, 𝒂𝒑) is the pair of eigenvalues and eigenvectors of 

𝚺 (Johnson & Wichern, 2007). 

 

According to Johnson & Wichern (2007), the criteria for selecting k is that the main 

component is considered to explain the diversity of the original data well if the 

cumulative proportion of the original data diversity explained by the main 

component is at least 80%. 

 

 



 

 

 

 

 

III. RESEARCH METHODOLOGY 

 

 

 

 

3.1 Time and Place of Research 

 

 

 

This research was conducted in the odd semester of the 2024/2025 academic year 

and took place at the Department of Mathematics, Faculty of Mathematics and 

Natural Sciences, University of Lampung. 

 

 

 

3.2 Research Data 

 

 

 

The data used in this research is secondary data, that is data on women's 

participation in development by Regency/City in West Java Province in 2021-2023, 

which is obtained from the official website of the West Java Central Statistics 

Agency (BPS), that is, https://jabar.bps.go.id/id. In this research, there are 27 

samples (Regency/City) with five (5) variables used: 

 

Table 1. Research Data Variables 

Variables Description 

𝑋1 Women's involvement in parliament (%) 

𝑋2 Women as professionals (%) 

𝑋3 Women's income contribution (%) 

𝑋4 Gender Empowerment Index 

𝑋5 Gender Development Index 

 



18 

 

 

 

 

 

3.3 Research Methods 

 

 

 

This research was conducted by literature study, that is textbooks, journals and 

internet access that support the research process. The steps taken are as follows: 

1. Descriptive analysis of data for 2021. 

2. Test the assumption of non-multicollinearity with the Variance Inflation Factor 

(VIF). 

3. Solving data containing multicollinearity by using Principal Component 

Analysis (PCA). 

4. Standardize data into Z-Score values. 

5. Perform clustering with Ward's method using principal component scores.  

6. Perform clustering with the K-Means method using the principal component 

score. 

7. Calculate the Davies-Bouldin index for each method. 

8. Calculate the Calinski-Harabasz index for each method. 

9. Repeat step 1 (one) to step 9 (nine) for the data 2022 and 2023. 

10. Evaluate the Davies-Bouldin index and Calinski-Harabasz index. 

11. Analysis of results. 
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Figure 1. Research Flowchart 
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previous cluster. Cluster 3 consists of regencies/cities that have the highest 

level of women's participation than the other clusters. 

 

3. During 2021-2023, using the average value of the three years, based on the 

DBI and CHI index values, the Ward and K-Means methods provide the 

same optimal clustering results, 4 clusters. 

 

4. The clustering results show a change in the clustering pattern of regency/city 

from year to year. However, there are several regencies/cities that are 

consistently in the same cluster, specifically Sukabumi, Bogor, Cianjur, and 

Bekasi, which are in cluster 1. This means that these regencies have the 

lowest level of women's participation in development in West Java. 

Meanwhile, the regencies/cities with the highest level of women's 

participation in development in West Java are Sumedang and Bandung City. 

 

 

 

5.2 Recommendation 

 

 

 

In future research, clustering analysis of an area can be developed using other 

clustering methods. Further studies can be conducted to look at other factors that 

may affect the results of this clustering. Regions in cluster one need to get more 

attention in women's empowerment policies in West Java, for example through 

increasing women's involvement in parliament and access to professionals. By 

understanding this pattern, it is expected that the West Java regional government 

can make more specific policies in accordance with the characteristics of each 

cluster. 

 

 

 

 



 

 

 

 

 

V. CONCLUSION 

 

 

 

 

5.1 Conclusion 

 

 

 

Based on the results and discussion described in Chapter IV, the following 

conclusions can be concluded: 

 

1. In 2021, based on the Davies-Bouldin (DBI) and Calinski-Harabasz (CHI) 

index values, the Ward and K-Means methods provide the same optimal 

clustering results, 4 clusters. The results of clustering 27 regencies/cities in 

West Java based on women's participation in development show that cluster 

1 consists of regencies/cities that have lower levels of women's participation 

than others. Cluster 2 consists of a regency/city that has higher levels of 

women's participation than the previous cluster. Cluster 3 consists of 

regencies/cities that have slightly higher levels of women's participation 

than other clusters. Meanwhile, cluster 4 consists of regency/cities that have 

the highest level of women's participation in development compared to other 

clusters.  

 

2. In 2022 and 2023, based on the DBI and CHI values, the Ward and K-Means 

methods provide the same optimal cluster results, 3 clusters. The results of 

clustering 27 regencies/cities in West Java based on women's participation 

in development show that cluster 1 consists of regencies/cities that have 

lower levels of women's participation than other clusters. Cluster 2 consists 

of regencies/cities with higher levels of women's participation than the 
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previous cluster. Cluster 3 consists of regencies/cities that have the highest 

level of women's participation than the other clusters. 

 

3. During 2021-2023, using the average value of the three years, based on the 

DBI and CHI index values, the Ward and K-Means methods provide the 

same optimal clustering results, 4 clusters. 

 

4. The clustering results show a change in the clustering pattern of regency/city 

from year to year. However, there are several regencies/cities that are 

consistently in the same cluster, specifically Sukabumi, Bogor, Cianjur, and 

Bekasi, which are in cluster 1. This means that these regencies have the 

lowest level of women's participation in development in West Java. 

Meanwhile, the regencies/cities with the highest level of women's 

participation in development in West Java are Sumedang and Bandung City. 

 

 

 

5.2 Recommendation 

 

 

 

In future research, clustering analysis of an area can be developed using other 

clustering methods. Further studies can be conducted to look at other factors that 

may affect the results of this clustering. Regions in cluster one need to get more 

attention in women's empowerment policies in West Java, for example through 

increasing women's involvement in parliament and access to professionals. By 

understanding this pattern, it is expected that the West Java regional government 

can make more specific policies in accordance with the characteristics of each 

cluster. 
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