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ABSTRACT

TIME SERIES ANALYSIS USING CONVOLUTIONAL NEURAL
NETWORKS (CNN) AND RECURRENT NEURAL NETWORKS (RNN)

FOR MODELING THE FREQUENCY OF INFECTIOUS DISEASE
EPIDEMIC NEWS

By

Clarisa Septia Damayanti

The COVID-19 pandemic has highlighted the importance of leveraging online data
as a tool for predicting future infectious disease trends. This study aims to com-
pare the performance of two deep learning methods, namely Convolutional Neural
Network (CNN) and Recurrent Neural Network (RNN), in predicting the daily fre-
quency of online news publications based on three sentiment classes: negative, neu-
tral, and positive. The results show that CNN delivers the best performance, with
an RMSE of 0.14 and MAPE of 27%, demonstrating its superiority in recognizing
complex patterns in large datasets, especially for negative and neutral sentiment
data. Meanwhile, RNN also yields reasonably good results, particularly for smaller
datasets such as those with positive sentiment, although with slightly lower ac-
curacy (RMSE of 0.17 and MAPE of 35%). These findings suggest that CNN is
highly recommended for predictions on large-scale datasets, while RNN serves as
a relevant alternative when data availability is limited, albeit with a slightly lower
accuracy rate. Overall, deep learning models have proven effective in predicting
the frequency of online news publications based on sentiment, supporting the use
of online news as an alternative data source for monitoring public health issues.

Keywords: COVID-19, infectious diseases, online news, sentiment.



ABSTRACT

TIME SERIES ANALYSIS USING CONVOLUTIONAL NEURAL
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FOR MODELING THE FREQUENCY OF INFECTIOUS DISEASE
EPIDEMIC NEWS

By

Clarisa Septia Damayanti

Pandemi COVID-19 telah menyoroti pentingnya pemanfaatan data online sebagai
alat untuk memprediksi tren penyakit menular di masa depan. Studi ini bertujuan
untuk membandingkan kinerja dua metode deep learning, yaitu Convolutional Ne-
ural Network (CNN) dan Recurrent Neural Network (RNN), dalam memprediksi
frekuensi harian publikasi berita online berdasarkan tiga kelas sentimen: negatif,
netral, dan positif. Hasil penelitian menunjukkan bahwa CNN memberikan kinerja
terbaik, dengan nilai RMSE sebesar 0,14 dan MAPE sebesar 27%, menunjukkan
keunggulannya dalam mengenali pola kompleks pada dataset besar, terutama untuk
data sentimen negatif dan netral. Sementara itu, RNN juga menghasilkan performa
yang cukup baik, khususnya untuk dataset yang lebih kecil seperti data dengan sen-
timen positif, meskipun dengan tingkat akurasi yang sedikit lebih rendah (RMSE
sebesar 0,17 dan MAPE sebesar 35%). Temuan ini menunjukkan bahwa CNN sa-
ngat direkomendasikan untuk prediksi pada dataset berskala besar, sementara RNN
merupakan alternatif yang relevan ketika ketersediaan data terbatas, meskipun de-
ngan tingkat akurasi yang sedikit lebih rendah. Secara keseluruhan, model deep
learning terbukti efektif dalam memprediksi frekuensi publikasi berita online ber-
dasarkan sentimen, sehingga mendukung penggunaan berita online sebagai sumber
data alternatif untuk pemantauan isu kesehatan masyarakat.

Kata kunci: COVID-19, penyakit menular, berita online, sentimen.
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MOTTO

”Indeed, with hardship [will be] ease.”
(QS. Al-Insyirah: 4)

”Allah does not burden a soul beyond that it can bear.”
(QS. Al-Baqarah: 286)

”Life is not about waiting for the storm to pass, but learning to dance in the rain.”
(Anonymous)

”I imagine my mother’s soul enduring to bring me into this world, so it is
impossible that my existence has no meaning.”

”Place your trust solely in Allah, and He will open the way and provide for you at
every step.”
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CHAPTER I

INTRODUCTION

1.1 Background of the Problem

The COVID-19 pandemic has underscored the importance of monitoring and pre-
dicting symptoms of infectious diseases to enable swift and effective responses.
Real-time monitoring provides valuable insights into the severity and progression
of diseases, allowing for the timely implementation of control and prevention mea-
sures (Lu et al., 2020). In this context, accurate predicting is essential to assess the
potential for surges in cases that may pose public health threats (Fast et al., 2018).
However, challenges in monitoring and predicting often arise due to the hierarchical
structure of health information flow within existing systems.

As technology advances, digital epidemiology has emerged as a promising field
that leverages data beyond traditional public health systems to study disease distri-
bution. Digital epidemiology utilizes informal data sources to accelerate analysis
without relying solely on primary health data (Salathé, 2018). One notable early
initiative was Google Flu Trends (GFT), which used Google search query data to
predict influenza trends in the United States (Olson et al., 2013). Additionally, onli-
ne news has proven to be a valuable source of information for monitoring infectious
diseases, including COVID-19 (Woo et al., 2016). Online news provides real-time,
accessible information that can be analyzed by experts, making it an effective tool
for tracking the progression of infectious diseases.

Previous studies have demonstrated the potential of using web data to monitor and
forecast public health conditions (Khotimah et al., 2021). These studies analyzed
the correlation between the frequency of online news coverage about COVID-19
and epidemiological data across various countries, revealing a strong correlation
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between online media frequency and the number of COVID-19 cases. This finding
suggests that such data can be used in diagnosing and predicting infectious disease
outbreaks.

Online news media not only play a crucial role in disseminating information to the
public but also provide valuable insights for researchers and policymakers. With
their ability to quickly and widely distribute information, these media cover a wide
range of aspects, from disease development to government policies and preventive
measures (Tang et al., 2018). In this regard, the frequency and sentiment of online
news can reflect how public attention to infectious diseases evolves over time (Tsoy
et al., 2021).

This study builds upon previous research (Khotimah et al., 2021) with the aim of
utilizing Indonesian online news data related to COVID-19 to forecast the spread of
infectious diseases. Two Deep Learning methods—Convolutional Neural Networks
(CNN) and Recurrent Neural Networks (RNN)—are compared to determine the
most suitable approach for using online news frequency data in predicting disease
trends. This study makes two primary contributions: first, it deepens the understan-
ding of previous findings showing that the number of daily news articles correlates
with the progression of infectious diseases and can be used for prediction; second,
it provides technical insights into the use of Deep Learning models that are well-
suited to the characteristics of the available data.

Given the global threats posed by infectious diseases such as COVID-19, avian
flu, and Ebola—which require rapid and accurate predicting —this study compares
the performance of Convolutional Neural Networks (CNN) and Recurrent Neural
Networks (RNN) in classifying online news related to epidemics, to determine the
most effective model. Sentiment analysis and news frequency are expected to iden-
tify patterns that may contribute to future spikes in disease cases (Song & Yoon,
2024). As a contribution to the development of more efficient and accurate predi-
cting methods, this study aims to evaluate and compare the performance of CNN
and RNN models in classifying online news related to epidemics. Identifying the
most effective model is expected to serve as a foundation for selecting appropriate
methods for analyzing and mitigating infectious diseases in the future, using online
news data as a supporting information source (Adegoke et al., 2024).
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1.2 Research Objectives

The objectives of this study are as follows:

1. To apply Convolutional Neural Networks (CNN) and Recurrent Neural Ne-
tworks (RNN) models for predicting news related to epidemics.

2. To identify the most effective and efficient method for predicting news related
to infectious disease outbreaks.

3. To compare the performance of Convolutional Neural Networks (CNN) and Re-
current Neural Networks (RNN) in predicting epidemic-related news.

1.3 Research Contributions

The contributions of this study are as follows:

1. To provide insights for decision-making in disease control and prevention thro-
ugh prediction.

2. To demonstrate the potential use of online news as an alternative data source for
infectious disease analysis.

3. To establish a foundation for developing prediction models that utilize online
news as input data.



CHAPTER II

LITERATURE REVIEW

2.1 Online News

Online news represents a significant development in the world of journalism that
has emerged along with the rapid advancement of internet technology. Unlike tra-
ditional print media, online news allows information to be presented quickly and in
real-time, providing access to audiences from various parts of the world to obtain
the latest information. According to Mitchelstein and Boczkowski (2009), online
news has changed the structure of news production, where journalists now more
frequently rely on digital technology to disseminate news and face the demands to
always provide news in a short time frame.

Online news also provides audiences with the opportunity to interact directly with
news content through comments or sharing on social media, which influences the
process of information dissemination and public participation in opinion formation
(Allan, 2006). In some countries, such as Egypt, online news has brought significant
changes in news consumption patterns, with audiences being more engaged and
having broader access to various sources of information compared to traditional
media (Mohammed and Gunter, 2013).

Online news articles provide rich data for various purposes, including natural la-
nguage processing, sentiment analysis, and topic modeling. With the development
of digital news platforms, the volume and variety of news articles have increased
rapidly, making the collection and analysis of this data manually very challenging.
Web scraping, as described by Rainey (2017), has become an effective solution for
automating the process of extracting relevant data from online news articles. Wi-
th the help of Python libraries such as BeautifulSoup and Scrapy, researchers can
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build web scrapers that navigate news sites, extract important information such as
titles, dates, and article content, and store the data in a structured format for further
analysis. This data can be used to explore trends, sentiments, and topics in the ne-
ws, providing insights into public opinion, media bias, and the influence of news
on society.

2.2 Epidemiology of Infectious Diseases

Epidemiology is the science focused on studying the patterns of distribution and
spread of diseases within a population, as well as the factors influencing that sp-
read (Porta et al., 2014). In the case of COVID-19, epidemiology plays a crucial
role in understanding how the SARS-CoV-2 virus spreads and transmits among hu-
mans. COVID-19 itself is a disease caused by the SARS-CoV-2 virus, which was
first detected in Wuhan, China in December 2019 (Zhou et al., 2020). Its spread
occurs through direct contact with infected individuals, droplets from coughing or
sneezing, and contaminated surfaces (World Health Organization, 2020).

2.3 Sentiment

Sentiment is the expression of emotions, opinions, or perceptions towards a specific
topic, object, or situation that can be positive, negative, or neutral (Reshi et al.,
2022). In data analysis, sentiment is often used to understand patterns of public
opinion recorded through texts such as news, social media, or product reviews.
Sentiment analysis becomes an important tool in assessing public reactions to an
event or policy, especially in the context of public health and global crises such as
the COVID-19 pandemic (Pristiyono et al., 2021).

Sentiment is used to identify the direction of opinions or information conveyed
by news related to the COVID-19 pandemic. Sentiment is divided into three main
categories:

a. Negative Sentiment: News that reports problems or worsening situations, such
as ”Surge in Cases Threatens Hospitals”. This news reflects concerns or nega-
tive impacts of the pandemic.

b. Neutral Sentiment: News that only provides factual information without posi-
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tive or negative opinions, such as ”COVID-19 Health Tips”.

c. Positive Sentiment: News that shows good developments or positive news rela-
ted to the pandemic, such as ”Patients Show Negative Test Results”. This cate-
gory indicates optimism regarding the pandemic situation.

2.4 Time Series

Time series analysis is an important method in data processing used in various
fields of research to understand patterns and trends that develop over time. A time
series consists of a set of data measured periodically at specific time intervals, and
it has proven to be very useful in various disciplines for forecasting future data
movements (Hyndman and Athanasopoulos, 2018).

As an analytical tool, time series allows for the identification of historical patterns
and long-term dynamics that can support data-driven decision-making. According
to Hyndman and Athanasopoulos (2018), time series-based forecasting is a cru-
cial element in fields such as economics, finance, and environmental science, as
it provides the ability to anticipate changing conditions and respond to predicted
developments.

In its development, researchers have developed various approaches to leverage time
series analysis to predict future data based on historical information. By using this
method, time series is not only used to forecast subsequent data values but also to
analyze trend changes, seasonal patterns, and patterns that are not always directly
visible in raw data (Ma et al., 2020). Recent studies have also explored more com-
plex techniques for analyzing time series that contain difficult-to-detect patterns,
especially when the data exhibits non-linear characteristics that require specialized
methods for effective processing (Salman et al., 2024).

With advancements in technology, this research has evolved by utilizing more so-
phisticated computational techniques to enhance prediction accuracy. The methods
used in time series analysis have also become increasingly diverse, encompassing
both traditional approaches and more modern machine learning-based methods that
can capture complex patterns and provide reliable results for various current data
analysis needs (Hamilton, 2020).



7

2.5 Preprocessing

The data preprocessing process is a crucial stage in preparing the collected data
before it is used in the model training process. This stage is essential to ensure that
the available data can be optimally used in model training, resulting in good and
accurate performance. The preprocessing process helps to clean, format, and adjust
the data to better fit the analysis or model requirements that will be applied (Kotu
dan Deshpande, 2018).

2.5.1 Data Cleaning

Data cleaning is a very important stage in data analysis to prepare the data for
further analysis. This process includes identifying and correcting issues found in
raw data, such as missing data, duplicates, or inconsistencies (Kotu dan Deshpande,
2018). Some common steps taken in data cleaning include:

1. Handling Missing Values: Missing data in time series can introduce bias in ana-
lysis. A common method to address this issue is forward fill, which replaces
missing values with the previous values to maintain data continuity without al-
tering trend patterns.

2. Removing Irrelevant Columns: Irrelevant columns or those with excessive mis-
sing values can be removed to reduce data dimensionality, speed up processing,
and improve analysis accuracy without losing essential information.

3. Grouping Online News Sentiments: Online news can be classified based on sen-
timent (positive, neutral, negative) using lexicon-based analysis or machine le-
arning models. This step is crucial for understanding public opinion trends on
specific issues through digital media.

4. Data Filtering for Time Series Analysis: Data filtering is applied to eliminate
anomalies or extreme values that may affect the analysis. Additionally, time in-
terval adjustments are performed to ensure more uniform data, making it suitable
for modeling.

5. Calculating News Sentiment Frequency: Measuring the daily number of news
articles based on sentiment helps analyze trends and the media’s impact on pu-
blic opinion. This data is commonly used in studies examining the relationship
between news coverage and issue developments.
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According to Kotu dan Deshpande, (2018), data cleaning is an indispensable step in
data analysis, as the quality of the analysis results heavily depends on the quality of
the data used. Without proper data cleaning, the results of the analysis or predictive
models may lead to incorrect conclusions.

2.5.2 Data Normalization

Data normalization or data scaling is a process that transforms the original data into
a more manageable range of values, allowing the analysis model or prediction to
work optimally with minimal error. One technique used is MinMaxScaler, which
transforms the data into the range [0,1]. This technique is formulated as follows
(Kotu dan Deshpande 2018):

x′ =
x−Xmin

Xmax −Xmin

With the following explanation:

x′: The normalized online news frequency data.

x: The actual online news frequency data.

Xmin: The minimum value of the online news frequency data.

Xmax: The maximum value of the online news frequency data.

2.5.3 Data Splitting for Training and Testing

Data splitting is a crucial step in data analysis that involves dividing the dataset into
two parts, namely training data and testing data. Training data is used to train the
model, while testing data is used to evaluate the accuracy or performance of the
trained model. The primary goal of this data splitting is to obtain a model that can
provide the best possible results (Cahyadi et al., 2020).
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2.6 Deep Learning

Deep learning is a branch of machine learning that uses artificial neural networks to
build hierarchical representations of data through multiple layers of processing. As
stated by Ilahiyah dan Nilogiri (2018), deep learning has proven to be effective in
various modern data applications. Furthermore, Openg et al. (2022) adds that this
approach is particularly useful for capturing complex relationships and temporal
dependencies, which are highly relevant in time series analysis. This approach helps
capture complex and dynamic patterns in sequential data (Chen et al., 2018).

In research conducted by Zhang (Zhang, 2019), it is explained that various deep
learning algorithms have the advantage of extracting features from historical data
that can improve prediction accuracy. Zhang emphasizes that deep learning’s ability
to handle large and complex data volumes makes it a valuable tool in time series
analysis, especially in the era of rapidly evolving information.

Moreover, Wang et al. (Wang et al., 2019) demonstrate that deep learning is not
only capable of capturing complex patterns in time series data but also can improve
prediction accuracy through the use of deeper and more complex network archi-
tectures. This research provides evidence that integrating deep learning techniques
into time series analysis yields better results compared to traditional methods, thus
making a significant contribution to understanding data dynamics in various appli-
cations.

Overall, the application of deep learning in time series analysis opens up new op-
portunities for further research, with the potential to model and predict future data
more effectively. Therefore, the use of these advanced techniques is expected to
provide deeper insights into patterns and trends in data, supporting more accurate
data-driven decision-making.

2.7 Convolutional Neural Network (CNN)

Convolutional Neural Networks (CNN) are an extension of Multilayer Perceptron
(MLP) designed to process two-dimensional data. As a type of Deep Neural Ne-
twork, CNN is characterized by its high depth and is widely applied to image data.
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In image classification tasks, MLP is less suitable because of its inability to pre-
serve spatial information from image data, treating each pixel as an independent
feature, which leads to less optimal results.

Convolutional Neural Networks (CNN) can be applied to time series or sequenti-
al data, such as audio, signal processing, or financial time series data, to extract
features from sequential data. In this context, 1D convolutional layers are used to
process sequential data, scanning the input sequence one by one, and followed by
pooling layers to downsample the feature maps, preserving important information.
The output is then flattened into a 1D feature vector and fed into dense layers for
classification, regression, or prediction tasks. CNN is robust to noise and irregula-
rities in time series data, can capture non-linear relationships and patterns, and can
handle input sequences of varying lengths, making it suitable for time series data
with varying lengths. CNN has various applications, including anomaly detection,
time series classification, and prediction, such as identifying unusual patterns in
sensor readings, classifying audio signals or stock prices, or predicting future stock
prices or energy consumption.

2.7.1 CNN Concept

The main concept of CNN is the application of convolutional layers to extract fea-
tures from input data. Convolutional layers consist of filters applied to small areas
of the input data (e.g., a group of pixels in an image or a sequence of values in a
time series). These filters are responsible for detecting patterns, such as edges in
images or changes in trends in time series data.

Convolutional layers are followed by pooling layers that reduce the dimensionality
of the feature maps produced, allowing for reduced computational complexity and
increased efficiency. Pooling is performed by taking the maximum (max pooling)
or average (average pooling) value from a specific area of the data.

After several convolutional and pooling layers, the output is flattened into a 1D
vector and then passed through fully connected (dense) layers, where the final pre-
diction is made. The network is trained using the backpropagation algorithm to
optimize the weights on the filters and dense layers, effectively learning relevant
patterns from the input data.
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2.7.2 CNN Architecture

The CNN architecture consists of several types of layers that function to extract
important features and make predictions. Some of the main layers in the CNN ar-
chitecture are:

1. Convolution Layer Convolutional layers are the core of CNN, where filters
are applied to the input to extract local features from the data. Each filter
scans small parts of the input (e.g., a group of pixels or a sequence of values)
and produces a feature map that highlights important patterns. Multiple filters
can be applied to detect various features in the data, such as edges, textures,
or changes in trends in time series data.

2. Subsampling Layer (Pooling Layer) Subsampling layers, also known as po-
oling layers, are used to reduce the dimensionality of the feature maps pro-
duced by convolutional layers. Pooling is performed by taking the maximum
(max pooling) or average (average pooling) value from a specific area of the
feature map. Reducing dimensionality helps reduce computational complexi-
ty and prevent overfitting, while preserving important information from the
data.

3. Fully Connected Layer After several convolutional and pooling layers, the
output is flattened into a 1D feature vector and fed into fully connected (den-
se) layers. Fully connected layers function like MLP, where each neuron is
connected to all neurons in the previous layer. In this layer, the final decision
is made, such as classification or regression. Fully connected layers are res-
ponsible for integrating all the features extracted earlier to produce the final
prediction.

Overall, the CNN architecture provides the ability to capture complex and hierar-
chical patterns in data, whether in the context of images, signals, or time series,
making it a highly flexible and powerful tool for various applications.

2.8 Recurrent Neural Network (RNN)

Recurrent Neural Networks (RNN) are a type of Artificial Neural Networks (ANN)
that can identify hidden patterns in data for various applications such as speech
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recognition, natural language processing, and time series forecasting (Chen et al.,
2018). RNN is highly effective in handling problems that involve sequences be-
cause of its ability to process input information along with historical information
through recurrent connections.

This neural network is called recurrent because the output from the previous hidden
layer is used again as input in the next process (Hewamalage et al., 2021). A chara-
cteristic of RNN is its ability to not only depend on the input but also on the input
received previously, so that each input is interrelated and can provide additional
information to the hidden layer (Hewamalage et al., 2021).

According to Hewamalage et al. (2021), RNN consists of input layers, hidden la-
yers, and output layers. The RNN model has an architecture with information flo-
wing from the input layer to the hidden layer, as well as the process of storing
information from the previous hidden layer for use in the current hidden layer. This
RNN model architecture is designed to handle information flow recurrently.

Figure 2.1 RNN Architecture

As shown in Figure 2.1, the mapping of St and Ot can be represented as follows:

St = f(U ×Xt +W × St−1) (2.3)

Ot = g(V × St) (2.4)

Where:

St: The network memory at time t

U, V, and W : Weight matrices in each layer
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Xt and Ot: Input and output at time t

f(·) and g(·): Non-linear functions

2.8.1 Activation Functions in RNN

Activation functions in neural networks are used to activate or not activate neurons
(Qamar & Zardari, 2023). The activation functions commonly used are the sigmoid
activation function and the hyperbolic tangent activation function.

2.8.2 Sigmoid Activation Function

The sigmoid activation function is a non-linear function that has a range of values
between 0 and 1. The sigmoid function is shown in the following equation:

σ(x) =
1

1 + e−x
(2.5)

Figure 2.2 shows the graph of the sigmoid activation function.

Figure 2.2 Sigmoid Activation Function

2.8.3 Hyperbolic Tangent Activation Function

The Hyperbolic Tangent Activation Function, or commonly referred to as the tanh
function, is an alternative to the sigmoid function. The tanh function has a range of
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values between -1 and 1. According to (Nwankpa et al., 2018), the tanh function is
formulated as follows:

tanh(x) =
ex − e−x

ex + e−x
(2.6)

Figure 2.3 shows the graph of the hyperbolic tangent activation function.

Figure 2.3 Hyperbolic Tangent Activation Function

The sigmoid and tanh activation functions are two of the many activation functions
used in neural networks. According to (Goodfellow et al. ,2016), the choice of the
appropriate activation function is crucial for the performance of the model. (Haykin
,2009) also emphasizes that different activation functions can affect the convergen-
ce and speed of neural network training. In addition, (Bishop Nasrabadi,2006)
explains that a good understanding of activation functions can help in designing
more effective network architectures.

2.9 Parameter Initialization

To produce an optimal model, hyperparameter tuning is crucial, especially in terms
of the number of neurons and dropout. Dropout serves to reduce overfitting and
speed up learning in neural networks (Faishol et al., 2020). Overfitting occurs when
the model is very accurate on the training data but fails to predict new data well, thus
reducing its ability to generalize. Dropout works by temporarily disabling some
neurons in the hidden layer to reduce excessive dependence on specific paths.
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In addition, parameters such as epochs and batch size also play a crucial role. Acco-
rding to Putra et al. (2022), an epoch is the number of times the entire dataset is
repeated during network training. One epoch includes all the data being processed,
but too large an epoch can slow down training. To address this, the data is broken
down into small batches, known as batch size. Batch size refers to the number of
samples processed before the network weights are updated, speeding up and incre-
asing the efficiency of training.

2.10 Denormalization

Denormalization is a process used to transform the predicted results that have been
normalized back to their original data form. This step is necessary to compare the
predicted data with the actual data to evaluate the performance of the built model.
If the data was previously normalized in the range [0,1], then denormalization is
performed using the following equation (Wiranda dan Sadikin,2019):

yt = y′(Xmax −Xmin) +Xmin (2.13)

Where:

yt: The value of the predicted online news frequency data that has been de-
normalized.

y′: The predicted online news frequency data that has been normalized.

Xmin: The minimum value of the online news frequency data.

Xmax: The maximum value of the online news frequency data.

2.11 Model Evaluation

Model evaluation is the process of testing the accuracy of the performance of the
model formed in predicting data that has been tested previously to determine the
performance of the trained model. According to Wiranda dan Sadikin (2019), to
evaluate the model, Root Mean Square Error (RMSE) and Mean Absolute Percen-
tage Error (MAPE) can be used.
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2.11.1 Root Mean Square Error (RMSE)

Root Mean Square Error (RMSE) is a method used to evaluate a model by calcu-
lating the difference between actual data and predicted data. The RMSE value is
calculated by subtracting the actual data and prediction, squaring the difference,
calculating the average, and then taking the square root. The RMSE formula is as
follows:

RMSE =

√√√√ 1

n

n∑
t=1

(Yi − Ŷi)2 (2.14)

Where:

Yi: The online news frequency data at time t.

Ŷi: The predicted online news frequency data at time t.

n: The number of periods of online news frequency data.

2.11.2 Mean Absolute Percentage Error (MAPE)

Mean Absolute Percentage Error (MAPE) measures the percentage error between
the actual data value and its predicted value. MAPE is formulated with the follo-
wing equation:

MAPE =
1

n

n∑
t=1

∣∣∣∣∣Yi − Ŷi

Yi

∣∣∣∣∣× 100 (2.15)

Where:

Yi: The online news frequency data at time t.

Ŷi: The predicted online news frequency data at time t.

n: The number of periods of online news frequency data.

If the MAPE value of the model is smaller, the prediction value becomes closer
to the actual value. The model with the smallest MAPE value is considered the
best model for forecasting online news frequency. The MAPE value categories for
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measuring the model’s performance are shown in Table 2.1 below (Hayuningtyas,
2017).

As shown in Table 2.1, the MAPE value categories are as follows:

Table 2.1 MAPE Value Range Categories

MAPE Range Category
<10% Very good forecasting model
10%-20% Good forecasting model
20%-50% Adequate forecasting model
>50% Poor forecasting model



CHAPTER III

RESEARCH METHOD

3.1 Research Time and Place

This research was conducted in the second semester of the 2023/2024 academic
year, spanning 6 months from February to July at the Data Science and Information
Center, National Research and Innovation Agency (BRIN), located at Sangkuriang
Street, Dago, Bandung, West Java, 40135, Indonesia. This center is part of BRIN
and focuses on the development of data science and information management for
various research and innovation needs in Indonesia.

Table 3.1 presents the research activity timeline carried out during the specified
period.

Table 3.1 Research Activity Timeline

Activity February March April May June July
Literature Review ✓ ✓

Data Collection ✓ ✓

Data Preprocessing ✓ ✓

Model Design ✓ ✓

Model Testing ✓ ✓

Model Comparison ✓

Thesis Writing ✓ ✓ ✓ ✓ ✓ ✓
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3.2 InaCOVED Dataset

The Indonesian Corpus for COVID-19 Event Detection (InaCOVED) is a colle-
ction of online news articles gathered from seven major news portals in Indonesia:
Tirto, Tempo, Republika, Merdeka, Kompas, Detik, and Antara. This dataset was
compiled by the Information Retrieval Research Group at the BRIN Informatics
Research Center and has been labeled for research purposes. Designed to detect
important events related to the COVID-19 pandemic in Indonesia, InaCOVED co-
vers various relevant topics, including the development of COVID-19 cases, health
policies, government responses, and public reactions to the pandemic (Khotimah
2023).

In this research, InaCOVED is used to analyze online news related to COVID-19.
The dataset includes a total of 16,839 articles accumulated during the data colle-
ction period, from January 26 to May 24, 2020. This data provides important in-
sights into the development of COVID-19 cases in Indonesia, the health policies
implemented during the pandemic, as well as the reactions of the government and
the public to the situation.

The following Table (3.2) shows the distribution of articles from each news portal
that contributed to the InaCOVED dataset:

Table 3.2 Article Distribution from News Portals

Portal Number of Articles
Tirto 127
Tempo 2,438
Merdeka 1,109
Republika 2,560
Kompas 3,073
Detik 4,280
Antara 3,254
Total 16,839

The InaCOVED dataset consists of seven columns: id, portal, published at,
title, title clean, event, and sentiment.

The following Table 4.1 presents a detailed description of each column in
the dataset:
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Table 3.3 Dataset Columns Description

Column Description
id Unique identification num-

ber generated by Mongo-
DB. Example: ObjectId
(”6130884e9067153d079ab188”).

portal Name of the associated news
portal. Example: Tirto, Tempo,
Republika, Merdeka, Kompas,
Detik, and Antara.

published at iso Date and time of news pu-
blication in ISO format.
Example: ISODate(”2021-07-
24T21:35:06.1552”).

title News title. Example: 1,591 Pa-
tients Recover from Covid-19,
DKI Jakarta Has the Most.

title (without ., ?, ", ’) News title without punctuation
marks like periods (.), commas
(,), question marks (?), double
quotes (”), and single quotes
(’). Example: 1591 Patients Re-
cover from Covid-19 DKI Ja-
karta Has the Most.

event News label as event/non-event.
Example: 1: event, 0: non-
event.

sentiment Sentiment label of the news.
Example: -1: negative, 0: neu-
tral, 1: positive.
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3.3 Research Methods

This research aims to identify the best method between Convolutional Neural Ne-
twork (CNN) and Recurrent Neural Network (RNN) for predicting the frequen-
cy of online news articles classified into sentiment categories: positive, neutral, and
negative, using Python on Google Colab. The research procedures are as follows:

3.3.1 Research Procedures for the Convolutional Neural Network (CNN) and
Recurrent Neural Network (RNN) Methods

1. Preparing the INACOVED dataset, which includes COVID-19 news that has
been classified into three sentiment categories: positive, neutral, and negative.

2. Performing data preprocessing:

a. Handling missing values using the forward fill technique.

b. Removing irrelevant columns.

c. Grouping the data based on sentiment (positive, neutral, negative).

d. Preparing the data for time series analysis using data filtering.

e. Calculating the number of news articles for each sentiment category (positive,
neutral, and negative) on a daily basis.

f. Normalizing the data using scaling methods to ensure well-distributed data
so that the model can handle data spikes.

3. Splitting the data into 80% for training and 20% for testing.

4. Determining CNN and RNN model parameters such as the number of filters,
kernel size, dropout rate, batch size, and number of epochs.

5. Building the CNN and RNN model and performing hyperparameter tuning to
optimize parameters such as the number of filters, kernel size, dropout rate, num-
ber of hidden units, batch size, and number of epochs.

6. Making predictions using the trained CNN and RNN model.

7. Denormalizing the prediction results to allow comparison with the actual data.

8. Evaluating the performance of the CNN and RNN model using RMSE (Root
Mean Squared Error) and MAPE (Mean Absolute Percentage Error) metrics.

9. Plotting the predicted and actual data for visual comparison.
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3.3.2 Model Analysis and Comparison

After evaluating the performance of each model, this study conducts an analysis
and interpretation of the results to gain insights into the sentiment data. The ana-
lysis focuses on identifying the strengths and weaknesses of each model, as well
as observing trends and patterns within the data. The performance of the models
is compared using RMSE (Root Mean Squared Error) and MAPE (Mean Absolute
Percentage Error) metrics to determine the most accurate and effective model for
prediction.

3.3.3 Trend Analysis

This study analyzes trends and patterns in the sentiment data to identify seasonal
or temporal dependencies. This analysis helps to understand the dynamics of sen-
timent changes over time and relate them to specific events or factors that may
influence the data.
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Figure 3.1 Research Flowchart



CHAPTER V

CONCLUSION AND RECOMMENDATIONS

5.1 Conclusion

This study compares the performance of CNN and RNN models in predicting
the daily frequency of online news articles based on sentiment classes related to
COVID-19. The results show that CNN delivers the best performance with an RM-
SE of 0.14 and MAPE of 27%, demonstrating its superiority in recognizing com-
plex patterns in large datasets, such as negative and neutral sentiment data. Mea-
nwhile, RNN also shows fairly good results, particularly with smaller datasets like
positive sentiment, with an RMSE of 0.17 and MAPE of 35%. Although its accu-
racy is slightly lower than CNN, RNN remains a relevant alternative when data is
limited. These findings indicate that both CNN and RNN have their respective stre-
ngths. CNN is recommended for predictions on large-scale datasets, while RNN
can serve as a good alternative when available data is limited, albeit with a slightly
lower accuracy rate. Overall, deep learning models have proven effective in predi-
cting the frequency of online news based on sentiment, supporting the use of digital
news as an alternative data source for monitoring public health issues.

5.2 Suggestions

Based on the results of this study, it is recommended that future researchers com-
pare the performance of CNN and RNN with traditional statistical models such as
ARIMA or linear regression, and explore other machine learning models like Deci-
sion Trees, SVM, or XGBoost to predict the frequency of news publications related
to COVID-19 or other infectious diseases.
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