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ABSTRAK

EVALUASI ARSITEKTUR PADA CONVOLUTIONAL NEURAL NETWORK
(CNN) UNTUK KLASIFIKASI CITRAPENYAKIT KANKER PAYUDARA

OLEH

ADINDA AULIA SARI

Kanker payudara merupakan salah satu penyebab utama kematian pada wanita di
seluruh dunia. Deteksi dini melalui citra mammogram menjadi krusial untuk
meningkatkan peluang kesembuhan, namun memerlukan metode klasifikasi yang
akurat. Dalam studi ini terletak pada belum dilakukannya evaluasi secara
komprehensif terhadap performa berbagai arsitektur Convolutional Neural Network
(CNN) dalam klasifikasi biner, yaitu kelas Normal dan Abnormal serta Jinak dan
Ganas, khususnya menggunakan dataset mammogram. Penelitian ini
mengimplementasikan dan mengevaluasi tiga arsitektur CNN yaitu ResNet50,
VGG16, dan DenseNet201 dengan menggunakan dataset dari Kaggle. Evaluasi
dilakukan berdasarkan metrik accuracy, precision, recall, dan F1-score. Hasil
eksperimen menunjukkan bahwa DenseNet201 memberikan performa terbaik pada
klasifikasi Normal dan Abnormal dengan akurasi mencapai 92%, sementara
ResNet50 menunjukkan hasil paling optimal pada klasifikasi Jinak dan Ganas
dengan akurasi sebesar 84%.

Kata Kunci: CNN, Kanker Payudara, DenseNet201, VGG16, ResNet50



ABSTRACT

EVALUTION OF CONVOLUTIONAL NEURAL NETWORK (CNN)
ARCHITECTURES FOR BREAST CANCER IMAGE CLASSIFICATION

By

ADINDA AULIA SARI

Breast cancer is one of the leading causes of death among women worldwide. Early
detection through mammogram images is crucial to improve the chances of
recovery, but it requires accurate classification methods. In this study, the focus is
on the lack of comprehensive evaluation of the performance of various
Convolutional Neural Network (CNN) architectures in binary classification,
namely Normal and Abnormal classes as well as Benign and Malignant, specifically
using mammogram datasets. This study implements and evaluates three CNN
architectures, namely ResNet50, VGG16, and DenseNet201, using a dataset from
Kaggle. The evaluation is based on the metrics of accuracy, precision, recall, and
Fl-score. The experimental results show that DenseNet201 provides the best
performance in the Normal and Abnormal classification with an accuracy of 92%,
while ResNet50 shows the most optimal results in the Benign dan Malignant
classification with an accuracy of 84%.

Keywords: CNN, Breast Cancer, DenseNet201, VGG16, ResNet50
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I. PENDAHULUAN

1.1. Latar Belakang

Kanker payudara adalah salah satu penyakit yang paling umum diderita bagi para
wanita diseluruh dunia. Pertumbuhan jaringan payudara yang tidak normal dan
tidak teratur yang kemudian berkembang menjadi struktur yang menyerupai tumor,
dikenal sebagai kanker payudara (Khan et al., 2022). Berdasarkan data Globocan
tahun 2020, lebih dari 396.914 kasus kanker terjadi di Indonesia, kanker payudara
menempati peringkat pertama dengan jumlah kasus 68.858 atau 16,6% dari total

kanker yang terjadi di Indonesia (Rizaty, 2021).

Prediksi yang akurat terhadap kanker payudara sangat penting untuk menentukan
pengobaan yang tepat dan meningkatkan kelangsungan hidup pasien. Namun,
proses diagnosis secara manual membutuhkan analisis terhadap data yang
kompleks dan dalam jumlah besar, tentu menjadi tantangan besar bagi tenaga
medis. Oleh karena itu, sistem berbasis komputer mulai banyak digunakan untuk
membantu proses klasifikasi penyakit, termasuk kanker payudara, seiring dengan

berkembangnya teknologi Artificial Intelligence (Al).

Artificial Intelligence (Al) memiliki kinerja yang baik untuk meningkatkan
konsistensi dan efisiensi dalam pemeriksaan medis, serta mengurangi angka
kesalahan diagnosis (Pacile et al., 2020). Penerapan Al dapat membantu
mengurangi jumlah negatif palsu dan positif palsu kanker payudara. Hal ini
dikarenakan Al tidak terpengaruh oleh subjektivitas dan dapat mengurangi beban
kerja ahli radiologi sebesar 88% dengan penurunan waktu baca tiap kasus mencapai
11%. Implementasi pada Al dapat meningkatkan akurasi yang baik dalam
mamografi (J. Liu et al., 2023).



Salah satu algoritma pembelajaran mesin yang digunakan untuk pengenalan gambar
adalah Convolutional Neural Network (CNN). CNN secara otomatis menganalisis
citra visual dari gambar dengan mengoptimalkan filter atau kernel. Seperti
Namanya, konsep utama dari CNN adalah operasi convolusi, dimana filter
diterapkan pada gambar masukan. Ini membantu dalam pengenalan pola pada
lapisan yang lebih dalam (Busaleh et al., 2021). Metode Convolutional Neural
Network (CNN) mempunyai potensi untuk menghasilkan hasil yang
menguntungkan yang berkaitan sehingga meningkatkan kemampuan dalam

diagnosis (Ulagamuthalvi et al., 2022).

Beberapa metode seperti mammografi, dan pemeriksaan histopatologi dapat
digunakan untuk memeriksa kanker payudara melalui citra medis. Meskipun
histopatologi masih dilakukan secara manual oleh ahli patologi dengan
mempertimbangkan skor tingkat keparahan kanker, ini merupakan pemeriksaan
baku emas dalam penegakan diagnosis kanker payudara (Matos Jr., 2019). Untuk
meningkatkan peluang kesembuhan, deteksi dini sangat penting, tetapi pendekatan
tradisional sering kali tidak cukup akurat untuk menemukan tumor ganas pada tahap

awal (Dyanti & Suariyani, 2016).

Studi sebelumnya menunjukkan bahwa CNN dapat mendeteksi kanker payudara
lebih akurat daripada pendekatan konvensional (Spanhol et al., 2016). Penelitian
(Cahya et al., 2021) menggunakan AlexNet dan menunjukkan bahwa arsitekturnya
dalam Kilasifikasi kanker mata menggunakan AlexNet mendapatkan akurasi
98.37%. Penelitian (Fauzan Novriandy et al., 2024) menggunakan gambar
histopalogi payudara yang diperoleh dari dataset publik, berhasil mencapai akurasi
sebesar 96% dalam klasifikasi kanker mulut menggunakan arsitektur DenseNet201.
Dataset harus terdiri dari gambar kanker mulut yang jelas dan detail, sehingga
model dapat belajar pola unik dari setiap gambar. Penelitian sebelumnya telah
menggunakan struktur CNN alternatif seperti arsitektur VGG-16. Penelitian
(Idawati et al., 2024) mengevaluasi kinerja model dalam Kklasifikasi kanker
payudara dengan menggunakan struktur ini. Hasil evaluasi menunjukkan bahwa
model VGG-16 mencapai akurasi 78,87% berdasarkan metrik accuracy, precision,

recall, score F1.



Namun, tantangan utama dalam klasifikasi kanker payudara adalah keberagaman
jenis tumor yang dapat muncul. Tiga kategori utama tumor payudara adalah Benign
(jinak), Malignant (ganas) dan Normal. Untuk menilai efektivitas model CNN
dalam klasifikasi tersebut, dilakukan dua skema pengujian. Pada klasifikasi pertama
yaitu Normal dan Abnormal, yang tujuannya untuk mendeteksi awal adanya
kelainan, dan klasifikasi kedua yaitu Jinak dan Ganas, yang berfokus pada tingkat
keganasan tumor (Spanhol et al., 2016). Untuk menilai kinerja model CNN dalam
klasifikasi kanker payudara yaitu dengan metrik evaluasi seperti accuracy,
precision, recall, dan score F1 akan digunakan. Dengan menggunakan metrik
evaluasi ini, kami dapat mengetahui seberapa baik model mampu membedakan

antara citra Normal, Jinak dan Ganas (K. Liu et al., 2018).

Penelitian ini bertujuan untuk mengembangkan sistem klasifikasi kanker payudara
menggunakan arsitektur CNN dengan berbagai arsitektur seperti ResNet-50, VGG-
16, dan DenseNet201. Selain itu, untuk menyalakan kinerja masing-masing
arsitektur dalam klasifikasi kanker payudara agar dapat memilih model yang paling
efektif (Diwakaran & Surendran, 2023). Diharapkan bisa memberikan rekomendasi
secara lebih lanjut dalam mendeteksi penyakit kanker payudara dengan Deep
Learning, serta mengevaluasi arsitektur CNN untuk mengetahui arsitektur yang
paling efektif (Cruz-Roa et al., 2014).

1.2. Rumusan Masalah

Adapun rumusan masalah pada penelitian ini adalah sebagai berikut.

1. Bagaimana implementasi arsitektur CNN seperti ResNet50, VGG16 dan
DenseNet201 dalam klasifikasi citra kanker payudara?

2. Bagaimana kinerja masing-masing arsitektur CNN dalam dua skema klasifikasi,
yaitu normal dan Abnormal serta Jinak dan Ganas?

3. Arsitektur CNN mana yang paling efektif dan akurat dalam membantu deteksi

kanker payudara berdasarkan hasil evaluasi metrik klasifikasi?



1.3. Batasan Masalah

Adapun Batasan masalah pada penelitian ini adalah sebagai berikut.

1.

Penelitian ini hanya akan menggunakan citra Mammogram sebagai masukkan
data untuk arsitektur CNN.

Fokus penelitian terbatas meliputi arsitektur CNN yaitu ResNet50, VGG-16,
DenseNet201.

Dataset yang digunakan ada 2 skema yaitu Normal dan Abnormal serta Jinak

dan Ganas.

1.4. Tujuan Penelitian

Adapun rumusan masalah pada penelitian ini adalah sebagai berikut.

1.
2.

3.

Mengimplementasikan arsitektur CNN dalam klasifikasi citra kanker payudara.
Mengevaluasi performa arsitektur CNN dalam dua skema yaitu Normal dan
Abnormal serta Jinak dan Ganas.

Menentukkan arsitektur CNN yang paling optimal dan akurat untuk digunakan

dalam sistem deteksi kanker payudara.

1.5. Manfaat Penelitian

Adapun manfaat penelitian ini adalah sebagai berikut.

1.

Mengetahui perbandingan kinerja arsitektur CNN dalam klasifikasi kanker
payudara.

Memberikan kontribusi ilmiah dalam pengembangan sistem klasifikasi citra
kanker payudara berbasis deep learning.

Memberikan rekomendasi untuk pengembangan lebih lanjut dari arsitektur
Convolutional Neural Network (CNN) dalam klasifikasi citra kanker payudara

secara efektif.



. TINJAUAN PUSTAKA

2.1. Penelitian Terdahulu

Terdapat beberapa penelitian terdahulu yang berhubungan dengan penelitian ini

yang diuraikan dalam Tabel 1.

Tabel 1. penelitian Terdahulu terkait penelitian ini.

Judul Metode Data Akurasi
Diagnosis penyakit K- Data diambil dari UCI Akurasi
kanker payudara Means  Machine Learning sebanyak 82.93%
menggunakan metode K- 569. Memiliki 2 kelas yaitu
Means Clustering ganas 358 dan jinak 212
(Susilowati et al., 2019). data.
Klasifikasi kanker ResNet Datayang digunakan adalah  Akurasi
payudara dan prediksi 50 CBIS-DDSM (Curated 90.6%
label kelas menggunakan Breast Imaging Subset Of
ResNet50 DDSM) yang terdiri dari
(Kumar et al., 2023). gambar mamografi dari

pasien kanker payudara.
Klasifikasi penyakit KNN Dataset diambil dari Sklearn ~ Akurasi
kanker payudara yang memiliki 30 atribut 93%
menggunakan K Nearest dan 569 baris.
Neighbor
(Atthalla et al., 2018).
Multi -class Breast CNN Dataset diambil dari MIAS CNN
Cancer Clasification danR-  dan CBIS-DDSM yang 91.26%
Using CNN Features CNN memiliki 2 kelas yaitu R-CNN
Hybridization normal dan abnormal 63.89%
(Chakravarthy et al., dengan total 322 data.
2024).
Identifikasi jenisrempah  VGG16 Dataset diambil dari website  Akurasi
Indonesia dengan CNN Kaggle terdiri dari 31 folder 86.66%

menggunakan arsitektur
VGG-16
(Maulana et al., 2024).

yang berjumlah 31 kelas
dengan  masing-masing
kelas berjumlah 210 citra.




Judul Metode Data Akurasi
Klasifikasi citra pada DenseN Dataset diambil dari gambar  Akurasi
penyakit kanker mulut et201  histopalogi yang terdiri dari 96%
menggunakan arsitektur 2 kelas, yaitu normal dan
DenseNet201 abnormal dengan total 5000
menggunakan optimasi data.

ADAM dan SGD
(Fauzan Novriandy et al.,

2024).

Klasifikasi kanker VGG-  Dataset diambil dari Kaggle  Akurasi
payudara dari USG 16 yang terdiri dari 13 91%
gambar menggunakan payudara normal,437 jinak

transfer berbasis model dan 210 ganas.

VGG16

(Hossain et al., 2023).

2.2. Kanker Payudara

Setiap orang memiliki payudara, baik laki-laki maupun perempuan; payudara laki-
laki hanya rudimenter dan tidak berfungsi, sedangkan payudara perempuan tumbuh
dan sangat penting untuk reproduksi dan kecantikan (Bustan, 2007). Payudara
adalah organ tubuh yang terdiri dari jaringan kelenjar seperti jaringan payudara,
lemak, dan jaringan ikat (Anggorowati, 2013). Payudara memiliki peran penting
dalam hidup karena membantu mereproduksi kelenjar kulit. Bisa mempengaruhi
hormon esterogen dan progesterone, karena kelenjar susu sebagian besar tumbuh.
Ada di atas otot dada dan di bawah kulit (Ariani, 2015).

Kanker adalah benjolan yang terus membesar karena pertumbuhan sel yang tidak
terkendali secara abnormal. Kanker dapat berupa Jinak dan Ganas. Kanker Ganas
dapat bertumbuh tanpa henti dan dapat bermetastasis ke jaringan atau organ lain.
Sebaliknya, Kanker Jinak dapat bertumbuh besar, tetapi pertumbuhannya terkontrol
dan terbatas, dan tidak bermetastasis. Kanker payudara dapat berkembang di sekitar
kelenjar susu (Wiliyanarti, 2021). Ini dapat merusak jaringan dan menyebar ke
tempat lain (Arafah & Notobroto, 2018).

Menurut Amerika Cancer Society tahun (2016), kanker payudara adalah salah satu
kanker yang paling ditakuti oleh Wanita setelah kanker serviks, karena sejumlah sel



di jaringan payudara tumbuh, kehilangan kontrol, dan berkembang dengan cepat.
Oleh karena itu, kanker payudara adalah tumor ganas yang berasal dari jaringan dan

kelenjar di sebelah luar rongga dada.

Kanker payudara dapat diklasifikasikan menjadi tiga kategori utama yaitu jinak,
ganas, dan normal. Kanker jinak tidak memiliki potensi untuk menyebar ke bagian
tubuh lain dan biasanya memiliki pertumbuhan yang terkontrol. Contoh kanker
payudara jinak termasuk fibroadenoma dan papiloma intraduktal, yang sering
dijumpai pada wanita muda. Sebaliknya, kanker payudara ganas ditandai dengan
pertumbuhan sel yang tidak terkontrol dan kemampuan untuk menyebar ke jaringan
atau organ lain. Kanker ini dapat berupa karsinoma duktal invasif atau karsinoma

lobular invasif.

Menurut penelitian (Spanhol et al., 2016), deteksi dini kanker payudara ganas
sangat penting karena dapat meningkatkan peluang kesembuhan. Kanker ganas
sering kali memerlukan penanganan medis yang lebih agresif, termasuk

pembedahan, kemoterapi, dan radioterapi.
Ada beberapa gejala awal kanker payudara sebagai berikut.

a. Munculnya benjolan di payudara
Benjolan di payudara atau ketiak yang muncul setelah menstruasi seringkali
merupakan gejala awal kanker payudara. Bejolan kanker payudara biasanya
tidak sakit, tetapi beberapa penderita mungkin merasa sangat sakit. Bentuk
benjolan yang keras atau tidak terasa di sisi lain payudara biasanya merupakan
indikasi tumor jinak atau kanker payudara (Savitri et al., 2015).

b. Munculnya benjolan di ketiak
Benjolan kecil dan keras di ketiak dapat menunjukkan bahwa kanker payudara
telah menyebar ke kelenjar getah bening. Meskipun benjolan ini kecil, mereka
sering menyebabkan rasa sakit (Savitri et al., 2015).

c. Perubahan bentuk dan ukuran payudara
Payudara mungkin berubah bentuk dan ukuran, menjadi lebih kecil atau lebih

besar atau mungkin tampak menurun (Savitri et al., 2015).



Keluarnya cairan di putting susu

Dikenal sebagai keluarnya puting susu: Jika puting susu ditekan, biasanya akan
keluar cairan. Namun, jika cairan keluar tanpa menekan puting susu, hanya
pada salah satu payudara, dan disertai dengan darah atau nanah berwarna
kuning atau hijau, itu bisa menjadi tanda kanker payudara (Savitri et al., 2015).
Perubahan pada putting susu

Puting susu mungkin tertarik (retraksi), berubah bentuk atau posisinya, menjadi
merah atau berkerak, rasanya seperti terbakar, gatal, dan muncul luka yang sulit
dan susah untuk sembuh. Selain itu, kerak, bisul, atau sisik pada puting dapat
merupakan gejala kanker payudara yang terjadi tidak umum (Savitri et al.,
2015).

Kerutan pada kulit payudara

Kerutan yang menyerupai kulit jeruk muncul pada area payudara dan payudara,
yang memerah dan menimbulkan rasa panas (Savitri et al., 2015).
Tanda-tanda kanker telah menyebar

Pada tahap lanjut, tanda-tanda seperti nyeri tulang, bengkak di lengan atau luka
di kulit, penumpukan cairan di sekitar paru-paru (efusi pleura), mual,
kehilangan nafsu makan, penurunan berat badan, penyakit kuning, sesak nafas,

atau penglihatan ganda dapat muncul (Savitri et al., 2015).

Menurut P2PTM Kemenkes R1 (2019), gejala awal kanker payudara diantaranya.

a.
b.

Benjolan di payudara yang seringkali tidak nyeri.

Kulit payudara mengalami perubahan struktur, sehingga tampak mengeras
dengan permukaan yang menyerupai kulit jeruk.

Luka pada payudara tidak sembuh dalam waktu yang lama.

Cairan berwarna kuning seperti nanah yang keluar di putih payudara.

Kulit payudara menunjukkan cekungan atau tarikan.



Number of new cases in 2020, both sexes, all ages

= Breast
.. 65858(16.6%)

Cervix uteri
36 633 (9.2%)

Other cancers
204 059 (51.4%)

Lung
34 783 (8.8%)

Colorectum
34 189 (8.6%)

Liver
21 392 (5.4%)

Total: 396 914

Gambar 1. Jumlah Kanker di Indonesia (Globocan, 2020).

Pada Gambar 1 menunjukkan bahwa data di dunia dengan jumlah penyakit kanker
tahun 2020 mencapai 396.914 kasus, yang terdiri dari beberapa jenis kanker seperti
kanker payudara sebanyak 65.858 (16.6%), kanker serviks sebanyak 36.633 (9.2%),
kanker paru-paru sebanyak 34.783 (8.8%), kanker kolorektal sebanyak 34.189
(8.6%), kanker hati sebanyak 21.392 (5.4%) serta kanker lainnya 51.4%.

Incidence Mortality
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Colorectum A
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Gambar 2. Jumlah Insiden dan Kematian pada Kanker (Globocan, 2020).
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Gambar 3. Perbandingan kematian berdasarkan jenis kelamin pada kanker
(Globocan, 2020).

Pada Gambar 2 dan 3 menunjukkan total insiden pada penyakit kanker berdasarkan
jenis kelamin, yaitu kanker payudara menjadi urutan pertama dan paling tinggi
daripada kanker lainnya dengan jumlah 41.8% yang menyerang Perempuan di
dunia. Serta kanker payudara menjadi urutan paling mematikan bagi Perempuan di

dunia dengan jumlah 41.8%.

2.3. Artificial Intellingence

Artificial Intellingence adalah teknologi yang memungkinkan analisis dan
pemahaman pola-pola kompleks dalam data yang sulit dipahami oleh manusia.
Artificial Intelligence memberikan kemampuan untuk mengidentifikasi dan
bertindak berdasarkan wawasan yang mungkin tidak dapat diakses oleh pikiran
manusia. Dengan menggunakan algoritma Artificial Intelligence, organisasi dapat
mengekstrak informasi berharga dari volume data yang besar, yang membantu
dalam mendeteksi curang dan pola yang tidak biasa (Gupta, 2023), Artificial
Intelligence terdiri dari berbagai sub bidang, di antaranya yaitu Machine Learning
yang berfokus pada kemampuan mesin untuk belajar dari data dan meningkatkan
kinerjanya tanpa diprogram secara eksplisit. Natural Language Processing (NLP)

yang memungkinkan mesin untuk memahami 18 menafsirkan, dan menghasilkan
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bahasa manusia. Computer Vision yang memungkinkan mesin untuk menafsirkan
dan memahami informasi visual, sub bidang ini biasa digunakan dalam pengenalan
gambar dan video, deteksi objek, dan analisis gambar medis. Selain itu, terdapat
sub bidang Pattern Recognition yaitu proses mengidentifikasi pola atau struktur
dalam data, biasa digunakan untuk pengenalan wajah, pengenalan suara, dan
analisis gambar (Parisi, 2018).

Kecerdasan Buatan diciptakan dengan tujuan untuk mempermudah pekerjaan
manusia sehingga menjadi lebih efektif dan efisien. Saat ini, Artificial Intelligence
telah diaplikasikan di semua sektor kehidupan, termasuk pendidikan,
kesehatan,bisnis dan keuangan, transportasi, keamanan, dan sektor-sektor penting
lainnya. Dibidang kesehatan, Artificial Intelligence digunakan untuk membantu
mendiagnosis penyakit dan memprediksi hasil kesehatan pasien. Di bidang bisnis
dan keuangan, Artificial Intelligence digunakan untuk mendeteksi kecurangan,
serta digunakan untuk melakukan perdagangan atau alat transaksi seperti perbankan
digital (Parisi, 2018).

Meskipun Artificial Intelligence memiliki banyak manfaat dalam membantu
kehidupan manusia, Artificial Intelligence juga memiliki banyak kelemahan,
terutama pada masalah resiko keamanan dan privasi. Masalah privasi ini telah
menjadi banyak perhatian, karena Artificial Intelligence sering kali membutuhkan
akses ke data pribadi agar dapat berfungsi dengan baik. Risiko keamanan juga
menjadi perhatian karena Artificial Intelligence dapat disalahgunakan untuk tujuan
yang tidak baik.

2.4. Machine Learning

Machine Learning atau ML adalah suatu implementasi Artificial Intelligence (Al)
yang memungkinkan sebuah sistem belajar kumpulan data dan melakukan tugas
tertentu tanpa diprogram secara eksplisit (Mahesh, 2020). Menurut (Rebala et al.,
2019), pembelajaran mesin adalah bidang yang ada di Ilmu Komputer mempelajari

algoritma untuk memecahkan masalah yang sulit dan kompleks dengan
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menggunakan teknik pemrograman tradisional. Algoritma pembelajaran mesin

mencari pola tertentu di semua kumpulan data atau semua data untuk membuat

aturan.
Machine Learning
Supervised Unsupervised Reinforcement
Learning Learning Learning

Gambar 4. Jenis Machine Learning (Frangois-Lavet et al., 2018).

Pada Gambar 4 menunjukkan teknik pembelajaran mesin dibagi menjadi tiga
kategori berdasarkan metode pembelajarannya (Syamsul Arifin, 2023). Berikut ini

penjelasan untuk setiap jenis Machine Learning.

2.4.1. Supervised Learning

Dengan memanfaatkan contoh yang tersedia, supervised learning adalah teknik
pembelajaran mesin yang memetakan data masukan dan keluaran. Dataset masukan
terdiri dari data latih dan data uji, yang masing-masing memiliki variabel keluaran
yang harus diprediksi atau diklasifikasi. Metode ini akan menerapkan pola dari
dataset latih ke setiap dataset uji untuk melakukan prediksi atau klasifikasi variabel

keluarannya.

2.4.2. Unsupervised Learning

Unsupervised learning merupakan metode pembelajaran mesin yang tidak diawasi
melakukan pengelompokan data tanpa pengawasan, yang berarti dataset yang
dikelola tidak diberi label tertentu. Metode ini akan dieksplorasi data dalam proses
untuk mengidentifikasi strukturnya. (Caron et al., 2018) menyatakan bahwa metode
estimasi kepadatan dan reduksi dimensi yang digunakan dalam visi komputer

menghasilkan berbagai komponen fitur visual.
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2.4.3. Reinforcement Learning

Salah satu metode machine learning yang dikenal sebagai reinforcement learning
adalah menggunakan pengambilan keputusan berurutan untuk mencapai hasil yang
optimal. Metode ini mempelajari tentang struktur data secara bertahap untuk
memperoleh perilaku dan keterampilan baru (Frangois-Lavet et al., 2018). Dalam

prosesnya, pengalaman coba-coba digunakan sebagai sumber reward.

2.5. Deep Learning

Deep Learning juga dikenal sebagai pembelajaran mendalam, adalah subbidang
khusus dari pembelajaran mesin yang memanfaatkan algoritma jaringan syaraf
tiruan, untuk mempelajari representasi data yang sangat besar. Model jaringan
syaraf, yang terdiri dari lapisan literal yang ditumpuk secara terstruktur, digunakan
untuk mempelajari lapisan representasi (Pramestya, 2018). Dalam pembelajaran
mendalam, terdapat tiga lapisan utama yaitu input layer, hidden layer, dan output

layer. Berikut ini adalah gambar lapisan arsitektur jaringan Deep Learning.

Input Layer Hidden Layers Output Layer
Gambar 5. Struktur Neural Network pada Deep Learning (Nima & Shila, 2020).

Pada Gambar 5 merupakan arsitektur deep learning yang dikenal sebagai perangkat
multilayer. Arsitektur ini terdiri dari empat node neuron pada lapisan input (lapisan
masukan), yang berfungsi sebagai jalur untuk mengirimkan sinyal masukan ke node
berikutnya, dua lapisan tersembunyi berfungsi sebagai perantara antara lapisan
input dan lapisan output, dan tiga node neuron pada lapisan keluaran merupakan

hasil dari neural network.
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Performa deep learning sangat dipengaruhi oleh total neuron yang dimiliki pada
lapisan tersembunyi. Dalam arsitektur deep learning, total node neuron yang
dimiliki terlalu sedikit atau terlalu banyak dapat menyebabkan model menjadi
underfitting (Lecun et al., 2015). Untuk melakukan evaluasi pada klasifikasi kanker
payudara menggunakan algoritma Convolutional Neural Network (CNN) dengan
arsitektur ResNet 50, DenseNet201, dan VGG-16.

2.6. Convolutional Neural Network (CNN)

Untuk memproses data dua dimensi, Convolutional Neural Network (CNN) adalah
arsitektur pembelajaran mendalam dengan representasi multi-layer. CNN dapat
melakukan proses pembelajaran abstrak pada fitur objek, khususnya data spasial,
dan dapat generalisasi dengan lebih baik dibandingkan jaringan lain dengan lapisan
tradisional yang sepenuhnya terhubung (Ghosh et al., 2019). Serta memiliki
struktur feed-forward yang dalam dan dapat mengidentifikasi data dengan lebih
efisien karena memiliki fitur representasi data berlaku untuk kedua transformasi

linier dan fungsi nonlinier (Nugroho, 2020).

Model CNN dapat menjalankan proses pembelajaran pada berbagai jenis data
karena memiliki banyak lapisan pemrosesan yang terbatas. Menggabungkan
berbagai tingkat abstraksi. Lapisan inisiator akan menggunakan abstraksi tingkat
rendah untuk mempelajari dan mengekstrak fitur tingkat tinggi, dan lapisan yang
lebih dalam akan menggunakan abstraksi tingkat tinggi untuk mempelajari dan

mengekstrak fitur tingkat rendah.

T / hY
>4 ) { Dog

,,,,,,,,,,,,,, { Not Dog
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Input image Convolution Layer  ReLU Layer Pooling Layer \\‘ /" Output
Classes

Fully Connected
Layer

Gambar 6. Arsitektur Algoritma CNN (Alzubaidi et al., 2021).
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CNN terdiri dari tiga lapisan, seperti yang ditunjukkan pada Gambar 6, yang
merupakan struktur neural network deep learning lapisan masukan, lapisan
keluaran, dan lapisan tersembunyi. Pada lapisan tersembunyi, terdapat empat
lapisan utama, yaitu convolutional, RelLu, pooling, dan lapisan terhubung

sepenuhnya.

2.6.1. Convolutional Layer

Lapisan convolutional, juga dikenal sebagai lapisan konvolusi, adalah bagian yang
paling penting dari arsitektur CNN. Di dalam lapisan ini, kernel terdiri dari suatu
kumpulan filter konvolusi yang berulang kali menerapkan fungsi pada keluaran
lainnya. Filter ini memproses gambar masukan untuk menghasilkan peta fitur
keluaran. Ini dilakukan dengan menggambarkan metrik N-dimensi pada gambar

masukan.

Nilai diskrit dalam kotak atau angka adalah apa yang dikenal sebagai kernel. Setiap
nilai yang ditampilkan di kotak hijau pada Gambar 6 dikenal sebagai bobot kernel.
Pada awal proses pelatihan, terdapat nomor acak yang berfungsi sebagai bobot
kernel. Selanjutnya, berat tersebut disesuaikan untuk setiap proses pelatihan guna
mengidentifikasi fitur paling baik. Nilai yang dihasilkan ditunjukkan pada peta fitur

keluaran dengan warna oranye.

1 0 2 1 1

1 0 1 2 ® 0 !
1

0 1 1 0

Y

3

1 0 0 1

Gambar 7. llustrasi Operasi Konvolusi (Alzubaidi et al., 2021).

Menurut (Nugroho, 2020), dua parameter penting pada lapisan konvolusi, langkah
satu menunjukkan ukuran langkah pada setiap lokasi vertikal dan horizontal yang
diterapkan pada kernel, dan langkah dua menunjukkan ukuran langkah pada lapisan
konvolusi dengan setengah tinggi dan lebar gambar. Sebaliknya, parameter padding
sangat penting untuk mengidentifikasi data ukuran batas yang terkait dengan

gambar masukan dan bagaimana ukuran peta fitur keluaran akan meningkat.
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2.6.2. Rectified Linear Unit (ReLu)

Rectified linear unit (ReLu) merupakan salah satu fungsi aktivasi yang sering
digunakan pada Convolutional Neural Network (CNN). Aktivasi ReLu dapat dilihat
pada Gambar 8.

RelU

10

R(z) =max(0, 2)

-10 -5 0 5 10

Gambar 8. Rectified Linear Unit (ReLu).

Pada Gambar 8 menunjukkan representasi aktivasi ReLu secara matematisnya
adalah f (x) = max (0, x), dan ReLU dapat mengubah seluruh nilai input menjadi
angka positif. Keuntungan utama dari fungsi ReLU adalah beban komputasi yang
lebih rendah.

2.6.3. Polling Layer

Untuk mengecilkan peta fitur yang berukuran besar menjadi lebih kecil adalah
tujuan utama layer pooling. Lapisan penyautan menyimpan sebagian besar
informasi atau fitur dalam setiap langkah penyautan. Sebagai contoh, lapisan
pooling dapat menggunakan berbagai jenis pooling, seperti tree pooling, gated
pooling, average pooling, min pooling, max pooling, global average pooling, dan
global max pooling. Kinerja CNN secara keseluruhan dapat dipengaruhi oleh
parameter lapisan pooling karena lapisan ini memungkinkan CNN untuk fokus pada
ketersediaan fitur pada gambar masukan, melewatkan informasi penting yang dapat
dilihat pada Gambar 9.
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Gambar 9. Polling layer (Alzubaidi et al., 2021).

2.6.4. Fully Connected Layer

Untuk melakukan proses klasifikasi, fully-connected layer adalah langkah akhir

dalam arsitektur CNN. Dalam lapisan ini, setiap neuron terhubung ke semuanya
dari lapisan sebelumnya. Metode ini disebut pendekatan Fully Connected (FC).

Masukan ke lapisan FC berasal dari lapisan konvolusi atau pooling terakhir, yang

merupakan vektor yang dibuat dari peta fitur.

Input Volume
32x32x1

Convolution
layer Stride 1

Max Pool
layer Stride 2

Flatten
layer

Class 1

Class 2

Class 3

Class 4

Class 5

Soft-Max Layer

Fully conected Soft-Max
Layer RelL,U Actication Fn.

Activation Fn.

Gambar 10. Fully Connected Layer (www.v7labs.com).
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2.7. Arsitektur ResNet50

ResNet50 adalah alat deep convolutional neural network yang dapat menangani
masalah pelatihan deep neural network yang sering mengalami degradasi dan
kehilangan gradient (K. He, X. Zhang, 2016). Arsitektur ResNet dikembangkan
sebagai respon dari hasil eksperimen yang dilakukan dalam penelitian deep
learning mengenai keandalan jaringan syaraf yang tidak selalu meningkat
meskipun lapisannya ditambah. Ketika lapisan jaringan syaraf bertambah, muncul
masalah yang dikenal dengan istilah degradasi performa, yaitu ketika jumlah
lapisan bertambah, akurasi yang seharusnya meningkat justru menurun (K. He, X.
Zhang, 2016), hal ini bukan disebabkan oleh overfitting, di mana model menjadi
sangat spesifik terhadap data, tetapi lebih disebabkan oleh kesulitan dalam
mempelajari model. Arsitektur ResNet50 dapat dilihat pada Gambar 11.

ResNet50 Model Architecture

[=)]
X & &
Input | £ B (S| (S| |8]e] |8 5 2 Output

s |3 e R2|e| (8ol (80| o]0 g £

o | |2 4| |m(8| m|8| |m|2| |m(8| o 5o

ol o & > |0 > |0 > [0 > |0 o 2 L
ol||© ~ 5|2 |§|e| |§|e| |§|e z 8

E ol | |lo|T | |o|”| |o| L

e

Stage 1 Stage 2 Stage3 Stage4 Stageb

Gambar 11. Arsitektur ResNet50 (K. He, X. Zhang, 2016).

Pada Gambar 11 menunjukkan pendekatan kinerja arsitektur yang sangat efektif
seperti ResNet50. Karena ada koneksi residual yang memungkinkan jaringan tetap
stabil, bahkan pada kedalaman yang tetap, meningkat dari 20 ke 50 lapisan atau dari
50 kelOO lapisan, meningkatkan lapisan tambahan tidak akan mempengaruhi
kinerja. Koneksi residual ini memastikan bahwa kinerja jaringan tidak akan
terpengaruh karena lapisan. Arsitektur ResNet yang paling terkenal adalah
ResNet50, di mana angka 50 sesuai dengan jumlah lapisan dalam jaringan yang
mencapai 50 lapisan. ResNet50 terdiri dari 16 blok sisa, yang masing-masing terdiri
dari beberapa lapisan berbelit-belit dengan koneksi sisa. Arsitektur memungkinkan
penyatuan, koneksi penuh, dan lapisan softmax untuk klasifikasi (K. He, X. Zhang,
2016).



19

2.8. Arsitektur Visual Geometry Group (VGG-16)

K.Simonyan dan A.Zisserman dari Universitas Oxford mengusulkan model
jaringan saraf convolutional neural network VGG-16 pada tahun 2014. Model ini
mencapai akurasi 92,7% pada tes top-5 di ImageNet, yang merupakan kumpulan
data lebih dari 14 juta gambar dengan 1000 kelas. Salah satu jenis Convolutional
Neural Network (CNN) terbaik saat ini adalah VGG16. Menggunakan arsitektur
dengan filter konvolusi yang sangat kecil (3x3), pembuat model ini menilai jaringan
dan meningkatkan kedalamannya. Setiap filter memiliki kemampuan untuk
mengekstrak informasi yang berbeda tentang berbagai objek. VGG16 juga
menggunakan ide lapisan yang lebih dalam. Lapisan yang lebih banyak berarti
akurasi yang lebih tinggi (Setiawan, 2020). Arsitektur VGG16 dapat dilihat pada
Gambar 12.

224 x 224 x3 224 x224 x64

112 x 112 x 128

56|x 56 x 256

TR TRSIZ
28 x 28 x 512

~ /)14 x 14 x 512 1x1x4096 1 x 1 x 1000

=) convolution+ReLU
max pooling
fully nected+RelLU
softmax

Gambar 12. Arsitektur VGG-16 (Almryad & Kutucu, 2020).

Pada Gambar 12 menunjukkan lapisan VGG16 yang memiliki 3 lapisan fully-
connected layer dan 13 lapisan convolutional. Gambar input defaultnya adalah 224
x 224 pixel. Lapisan convolutional VGG-16 terdiri dari semua lapisan
convolutional 3x3 dengan ukuran stride 1 dan bantalan yang sama, serta lapisan
pooling 2x2 dengan ukuran stride 2. Lapisan convolutional pertama memiliki 64
filter, lapisan ke-2, 128 filter, 256 filter, dan lapisan ke-4 dan k Tumpukan lapisan
konvolusi diikuti oleh tiga lapisan Fully-Connected (FC). Lapisan pertama memiliki
4096 saluran, dan lapisan ketiga melakukan klasifikasi ILSVRC 1000 arah,

sehingga memiliki 1000 saluran, satu untuk setiap kelas.



20

2.9. Arsitektur DenseNet201

Dense Convolutional Network (DenseNet) adalah model arstitektur pada
Convolutional Neural Network (CNN) guna menghubungkan satu lapisan ke
lapisan berikutnya. Dalam jaringan konvolusi lapisan-L tradisional, setiap lapisan
dan lapisan berikutnya memiliki koneksi L-1, tetapi pada jaringan ini ada koneksi
langsung L(L+1)2. DenseNet memiliki beberapa keunggulan yang menarik. Ini
meningkatkan ekspansi fungsi, mengurangi masalah gradien, dan mendorong
penggunaan kembali fungsi (Miranda et al., 2020). Arsitektur DenseNet201 dapat
dilihat pada Gambar 13.

Gambar 13. Arsitektur DenseNet (amaarora, 2020).

Pada Gambar 13, batch normalisasi digunakan untuk setiap kombinasi lapisan,
ReLU aktif, dan konvolusi dilakukan menggunakan filter 3x3. Setiap blok
mengandung input dalam bentuk matriks pixel dari gambar, dan kemudian masuk
ke tahap normalisasi batch untuk mengurangi overfitting dalam proses
pembelajaran. Nilai variabel x diubah menjadi nilai O jika nilai variabel x negatif,

dan sebaliknya jika nilai variabel x negatif.
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2.10. Google Collaboratory

Colaboratory, atau "Colab", adalah suatu produk penelitian Google yang luar biasa
dalam pembelajaran mesin, analisis data dan pendidikan, karena dapat memberikan
kemampuan untuk membuat dan mengeksekusi sebuah kode python melalui
browser (Soen et al., 2022). Google Colab telah menyediakan hampir semua
perangkat lunak yang diperlukan untuk dapat diakses secara gratis secara online
(Syarif, 2018). Untuk penelitian ini, pustaka seperti Keras, TensorFlow, NumPy,
Pandas, dan pendukung lainnya diperlukan versi lengkap tersedia, seperti
TensorFlow dan Python. Dari sisi perangkat keras, Google Colab menyediakan
layanan berupa media penyimpan yang terintegrasi dengan Google Drive
(Handayanto & Herlawati, 2020).

2.11. Image Augmentation

Augmentasi gambar adalah Salah satu metode penting dalam deep learning, yang
meningkatkan keragaman dan ukuran kumpulan data pelatihan, menghasilkan
peningkatan kinerja model. Banyak pendekatan baru telah diciptakan untuk
menangani masalah tertentu dengan overfitting dan ketersediaan data yang terbatas.
Meningkatkan akurasi pengenalan model, terutama dalam situasi dengan
lingkungan yang kompleks dan sampel pelatihan terbatas adalah tujuan utama
penggunaan augmentasi gambar. Ini sangat penting untuk klasifikasi kanker
payudara karena kumpulan data mungkin tidak cukup besar untuk membangun
model yang kuat (Huang et al., 2022).

2.12. Confusion Matrix

Confusion matrix adalah suatu metode yang banyak digunakan dalam pembelajaran
mesin guna mengevaluasi atau memvisualisasikan bagaimana cara kinerja model
dalam konteks klasifikasi (Caelen, 2017). Matriks yang digunakan mencakup
accuracy, Precision, Recall dan F1-Score. Metode ini banyak digunakan untuk
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Klasifikasi pada arsitektur CNN. Tabel 2. menunjukkan matrix confusion untuk

klasifikasi.

Tabel 2. Confusion Matrix

Gambar Prediksi negatif Prediksi positif
Negatif TN FP
Positif FN TP

Menurut (Kotu & Deshpande, 2014), terdapat 4 istilah yang biasa digunakan sebagai
representasi hasil pada proses klasifikasi confusion matrix. Adapun keempat istilah

tersebut yaitu.

1. True Negative (TN): Terjadi ketika kelas yang diprediksi adalah negatif, dan
prediksi tersebut benar. Misalnya, sistem memprediksi kanker payudara jinak,
dan benar bahwa kanker tersebut memang dalam kondisi jinak.

2. False Negative (FN): Terjadi ketika kelas yang diprediksi adalah negatif, dan
prediksi tersebut salah. Misalnya, sistem memprediksi kanker payudara jinak,
padahal sebenarnya kanker tersebut terkena ganas.

3. False Positive (FP): Terjadi ketika kelas yang diprediksi adalah positif, tetapi
prediksi tersebut salah. Misalnya, sistem memprediksi kanker payudara terkena
kanker ganas, tetapi sebenarnya kanker tersebut jinak.

4. True Positive (TP): Terjadi ketika kelas yang diprediksi adalah positif, dan
prediksi tersebut benar. Misalnya, sistem deteksi penyakit kanker payudara
terkena kanker ganas dan benar bahwa kanker tersebut memang terkena kanker

ganas.
Adapun beberapa performance matrix yang umum dan sering digunakan,yaitu.

1. Accuracy

Accuracy menggambarkan kemampuan model untuk mengklasifikasikan sesuatu
dengan benar. Akurasi dalam klasifikasi mengacu pada kemampuan model untuk
memprediksi kelas dengan benar, baik positif maupun negatif. Ketika datatidak
seimbang, model yang memprediksi kelas mayoritas (positif) mungkin memiliki

nilai akurasi yang lebih tinggi daripada model yang mengidentifikasi kelas



23

minoritas (negatif). Model yang memprediksi kelas mayoritas (positif) mungkin
kurang efektif dalam mendeteksi kelas minoritas (negatif). Untuk menghitung nilai
accuracy, dapat menggunakan Persamaan 1.

TP +TN
ACCUNaCY = o —————— o 1)

TP+TN +FP +FN

2. Precision

Precision adalah metrik yang mengukur seberapa baik model memprediksi kelas
positif dari semua prediksi positif. dari semua prediksi positif yang dibuat. Presisi
dalam klasifikasi mengacu pada seberapa sering model secara akurat memprediksi
kelas kelas positif, dibandingkan dengan semua prediksi positif yang diberikan oleh

model. Untuk menghitung nilai precision, dapat menggunakan Persamaan 2.

precision =—IP __ 2)

TP +FP

3. Recall

Statistik penilaian yang disebut recall mengindikasikan seberapa baik sebuah
model mengenali kelas positif. Jumlah prediksi positif yang akurat dibagi dengan
seluruh jumlah data yang benar-benar positif adalah recall. Untuk menghitung

recall, dapat menggunakan Persamaan 3.

TECAIL = LB et (3)
TP +FN
4. F1-Score

F1-Score adalah matrix evaluasi yang menggambarkan keseimbangan antara
presisi dan recall. Nilai F1-Score akan memberikan gambaran sejauh mana model
mampu mengintegrasikan presisi dan recall. Untuk menghitung F1-Score dapat

menggunakan Persamaan 4.

F1 - Score = 2x I )y )

recall +precision



I11. METODOLOGI PENELITIAN

3.1. Tempat dan Waktu Penelitian

Penelitian ini dilaksanakan di Laboratorium Komputasi Dasar, Jurusan limu
Komputer, Fakultas Matematika dan Ilmu Pengetahuan Alam, Universitas
Lampung. Waktu pelaksanaan penelitian pada bulan November 2024 — Maret 2025,
adapun waktu penelitian yang dapat dilihat pada Tabel 3.

Tabel 3. Waktu Penelitian

2024-2025
November Desember Januari Februari Maret

Kegiatan

3 4 1234123412314 123 4

Studi Literatur

Akuisisi Data

Augmentation Data
dan Normalisasi

Pembagian Data

Pemodelan
Arsitektur CNN

Evaluasi Kinerja

Pembuatan Laporan
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3.2. Alat dan Bahan

Adapun alat dan bahan yang digunakan dalam penelitian adalah Hardware dan

Software sebagai berikut.

3.2.1. Hardware

Hardware yang digunakan dalam penelitian ini adalah laptop Acer Aspire A512-
54 dengan spesifikasi sebagai berikut.

1. Prosessor: Intel Core i5-1135G7

2. Installed: RAM 8 GB

3. System Type: 64-bit operating system, x64-based processor

3.2.2. Software
Software yang digunakan dalam penelitian ini antara lain sebagai berikut.

1. Sistem operasi Windows 11
2. Tools: Google Colab untuk menjalankan kode secara cloud, Python digunakan
sebagai bahasa pemrograman utama dan Google Drive sebagai penyimpanan

dataset.

3.2.3. Library
Library yang digunakan dalam penelitian ini antara lain sebagai berikut.
1. NumPy 2.0.2.

NumPy adalah salah satu library paling populer untuk komputasi ilmiah. Library
numpy menyediakan operasi matematika pada array dan matriks tersedia pula
fungsi di library Open cv (Sundaram et al., 2023).
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2. Tensorflow 2.18.0.

TensorFlow dalam Python menyediakan dukungan untuk berbagai algoritma
pembelajaran mesin (Machine Learning) dan pembelajaran mendalam (Deep
Learning). Program ini mencakup berbagai tools, termasuk untuk mengevaluasi dan
menerapkan model, serta tools untuk membuat dan melatih jaringan saraf
(Sundaram et al., 2023).

3. Keras 3.8.0.

Keras adalah sebuah pustaka jaringan saraf tingkat tinggi berbasis Python yang
digunakan di platform TensorFlow, Theano, dan CNTK untuk membangun jaringan
saraf yang kuat. Keras memiliki antarmuka yang mudah digunakan, yang
menjadikan proses pembuatan model pembelajaran mendalam lebih sederhana
(Sundaram et al., 2023).

4. Matplotlib 3.10.0.

Perpustakaan Matplotlib dalam Python digunakan untuk membuat visualisasi statis,
animasi, dan visualisasi interaktif menggunakan Python. Perpustakaan ini
menyediakan berbagai jenis grafik yang dapat disesuaikan dan tersedia untuk

banyak format (Sundaram et al., 2023).

5. Scikit-Learn 1.6.0.

Scikit-learn adalah library dalam Python yang mendukung berbagai algoritma
pembelajaran mesin seperti klasifikasi, regresi, dan klastering. Selain itu, library
ini juga menyediakan alat untuk dapat memilih dan mengevaluasi suatu model
(Sundaram et al., 2023).



3.3. Tahapan Penelitian

Dalam penelitian ini ada beberapa tahapan yang dilakukan digambarkan pada
Gambar 14. sebagai berikut.

Akuisisi
Data

Prepmcaa.'uy

Image Normalisasi
Augmentation
Pembagian
Data
Training Validation Testing
Modelling Test Case
Evaluasi

Gambar 14. Alur Kerja Penelitian.
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3.3.1. Akuisisi Data

Data yang akan digunakan dalam penelitian ini adalah diambil dari website
https://www.kaggle.com/datasets/cheddad/miniddsm/data. Gambar mammography
Payudara berasal dari sumber data publik. Data awalnya dikumpulkan pada tahun
2020. Gambar kanker payudara menggunakan format PNG yang terdiri dari 3 kelas
yaitu Normal, Jinak dan Ganas. Gambar kebenaran dasar disertakan dengan gambar

aslinya. Pengelompokan gambar dapat dilihat pada Gambar 15,16 dan 17.

1. Abnormal

Gambar 16. Payudara Ganas (www.kaggle.com).


https://www.kaggle.com/datasets/cheddad/miniddsm/data
http://www.kaggle.com/
http://www.kaggle.com/
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2. Normal

Gambar 17. Payudara Normal (www.kaggle.com).

3.3.2. Pre-Processing

Tahap pre-processing merupakan sebuah tahap persiapan data untuk pelatihan
model dengan melakukan beberapa penyesuaian dan normalisasi terhadap data.
Proses data pre-processing yang dilakukan pada penelitian ini antara lain
normalisasi data dan pembagian data menjadi data training, validation dan testing.
Pada penelitian ini alur preprocessing dapat dilihat dalam Gambar 18 berikut.

Image Augmentation ——— »| Normalisasi Data ——————»{ Pembagian Dataset

Gambar 18. Alur Preprocessing Data.

1. Image Augmentation

Image augmentation adalah teknik deep learning yang meningkatkan volume dan
keragaman data pelatihan dengan melakukan beberapa perubahan pada gambar asli.
Teknik image augmentation yang digunakan dalam penelitian ini bertujuan untuk
meningkatkan variasi dataset kanker payudara untuk meningkatkan kemampuan
generalisasi model CNN, termasuk mengidentifikasi pola dari berbagai kelas
penyakit kanker payudara seperti Normal dan Abnormal serta Jinak dan Ganas.
Transformasi yang digunakan adalah Flipping dan Rotation. Strategi ini membantu
model dalam mengenali pola yang lebih rumit dan bervariasi, serta mencegah

overfitting, yang terjadi ketika model hanya mengingat data pelatihan dan memiliki


http://www.kaggle.com/
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kemampuan generalisasi yang signifikan. Dengan demikian, augmentasi gambar
membantu meningkatkan akurasi dan kinerja model CNN.
Tabel 4. Skenario Balance 1

Imbalanced Balanced
Abnormal 6956 Abnormal 6956
Normal 2728 Normal 6956
Total 9684 Total 13912

Tabel 5. Skenario Balance 2

Imbalanced Balanced
Ganas 3596 Ganas 3596
Jinak 3360 Jinak 3596
Total 6959 Total 7192

Pada Tabel 4 dalam skenario data balance menggunakan Teknik over sampling
untuk mengambil sejumlah data terbanyak pada data kanker payudara Normal dan
Abnormal dengan masing-masing kelas sejumlah 6956 data dengan total 13912
data. Sedangkan pada Tabel 5 skenario imbalanced data mengikuti jumlah kanker
payudara jinak sebanyak 3360 kemudian data kanker ganas sebanyak 3596 dengan
total 6956 data.

2. Normalisasi Data

Tahap selanjutnya adalah normalisasi data. Tahap ini merupakan langkah penting
dalam preprocessing data karena bertujuan untuk memastikan model klasifikasi
dapat menerima data dalam skala yang konsisten. Normalisasi juga membantu
mempercepat konvergensi model selama pelatihan dengan menyelaraskan skala
data yang masuk ke dalam jaringan. Normalisasi umumnya dilakukan dengan
mereskalakan nilai pixel dari gambar sehingga berada dalam rentang 0 hingga 1.
Hal ini dilakukan dengan membagi setiap nilai piksel dengan 255, karena nilai

piksel asli berada dalam rentang 0 hingga 255.
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Nilai Pixel asli
255

Nilai Normalisasi =

3. Pembagian Dataset

Pada tahap ini pembagian data dibagi menjadi tiga subset yaitu data training,
validation, dan testing. Tahap pembagian data ini dilakukan untuk memastikan
bahwa model dapat di training, validation dan testing dengan data yang berbeda,
sehingga kinerja model dapat dievaluasi dengan akurat dan menghindari overfitting.
Data training digunakan untuk melatih model dalam mengenali pola-pola yang ada.
Data validation digunakan selama pelatihan untuk mengevaluasi kinerja model
pada data yang tidak terlihat oleh model selama pelatihan, data ini akan
dimanfaatkan untuk mengoptimalkan model pada tahap hyperparameter tuning.
Data testing merupakan data yang tidak pernah dilihat oleh model dan digunakan
untuk memberikan estimasi akurasi model. Jumlah data yang digunakan pada
skema 1 berjumlah 13912 dan skema 2 berjumlah 7192. Yang dapat dilihat pada
Tabel 6 dan 7.

Tabel 6. Pembagian Data (80%: 10%: 10%) Skema 1

Pembagian Data Rasio Jumlah Data
Training 80% 11130
Validation 10% 1391
Testing 10% 1391
Total 100% 13912

Tabel 7. Pembagian Data (70%: 15%: 15%) Skema 1

Pembagian Data Rasio Jumlah Data
Training 70% 9738
Validation 15% 2087
Testing 15% 2087

Total 100% 13912
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Pada Tabel 6 dijelaskan pembagian data pada skema 1 dengan pembagian data
training 80% dengan jumlah data 11130, data validation 10% dengan jumlah data
1391, dan testing 10% dengan jumlah data 1391. Dan pada Tabel 7 pembagian data
training 70% dengan jumlah data 9738, data validation 15% dengan jumlah data
2087, dan data testing 15% dengan jumlah data 2087.

Tabel 8. Pembagian Data (80%: 10%: 10%) Skema 2

Pembagian Data Rasio Jumlah Data
Training 80% 5753
Validation 10% 719
Testing 10% 719
Total 100% 7192

Tabel 9. Pembagian Data (70%: 15%: 15%) Skema 2

Pembagian Data Rasio Jumlah Data
Training 70% 5034
Validation 15% 1078
Testing 15% 1078
Total 100% 7192

Pada Tabel 8 dijelaskan pembagian data pada skema 2 dengan pembagian data
training 80% dengan jumlah data 5753, data validation 10% dengan jumlah data
719, dan testing 10% dengan jumlah data 719. Dan pada Tabel 9 pembagian data
training 70% dengan jumlah data 5034, data validation 15% dengan jumlah data
1078, dan data testing 15% dengan jumlah data 1078.

3.4. Modelling

Pada Convolutional Neural Network arsitektur yang digunakan dalam penelitian ini
adalah arsitektur Resnet50, VGG-16 dan DenseNet201. Pemilihan ketiga arsitektur
ini didasarkan pada penelitian (Agarwal & Singh, 2022) dimana model yang
diujikan menghasilkan tingkat akurasi tertinggi adalah model dengan arsitektur
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Resnet50, VGG-16 dan DenseNet. Pada proses klasifikasi pada arsitektur VGG-16
dengan pemrosesan data, di mana pada gambar kanker payudara dapat dimuat dan
resize untuk mengidentifikasi secara relevan (Simonyan et al., 2014). DenseNet201
membantu menyelesaikan masalah vanishing-gradients dipenggunaan ulang dan
penyebaran fitur yang hilang (Agarwal & Singh, 2022). ResNet50 memiliki fitur
koneksi lompatan, dimana input ke suatu lapisan dapat segera diteruskan ke
beberapa lapisan lain untuk meningkatkan efisiensi jaringan saraf dibandingkan
dengan arsitektur lain (Agarwal & Singh, 2022). Selain itu, fitur ini juga membantu
mengatasi masalah gradien yang hilang dengan memanfaatkan pemetaan identitas
(Agarwal & Singh, 2022). Pada tahapan ini sebuah algoritma belajar untuk
mengenai pola gambar dari dataset dengan melakukan training, validation dan
testing. Model akan dilatih dengan 30 epoch namun akan menggunakan early
stopping sehingga dapat dilakukan penghentian lebih awal karena adanya
validation-loss.

3.5. Evaluasi

Tujuan dari evaluasi ini adalah untuk meningkatkan performa arsitektur CNN dan
dalam mengkategorikan penyakit kanker payudara ke dalam dua kategori yaitu,
Normal dan Abnormal serta Jinak dan Ganas. Pengujian dilakukan pada data uji
untuk menilai sejaun mana model dapat mengidentifikasi satu jenis penyakit
kanker payudara secara akurat. Untuk mengevaluasi performa model, digunakan
beberapa metrik, antara lain accuracy, precision, recall, dan Fl-score. Evaluasi
performa model juga dibantu dengan confusion matrix untuk menggambarkan hasil
prediksi dan kesalahan klasifikasi pada setiap kelas. Hal ini membantu melihat

seberapa baik model dapat mengenali pola penyakit pada kanker payudara.



V. KESIMPULAN DAN SARAN

5.1. Kesimpulan

1. Penelitian ini membuktikan bahwa pendekatan Klasifikasi dua tahap
memberikan hasil yang lebih optimal dibandingkan klasifikasi langsung multi-
kelas. Tahap pertama memfokuskan model pada deteksi awal, vyaitu
membedakan antara citra Normal dan Abnormal, sedangkan tahap kedua lebih
spesifik dalam membedakan jenis kelainan, yaitu Jinak dan Ganas. Pendekatan
bertingkat ini memungkinkan model untuk lebih fokus mengenali pola visual
yang berbeda pada setiap tahap, sehingga mampu meningkatkan akurasi deteksi
dan mengurangi kesalahan klasifikasi medis.

2. Hasil eksperimen menunjukkan bahwa arsitektur DenseNet201 dapat
memberikan kinerja terbaik pada skema 1 (Normal dan Abnormal) dengan
pembagian data 80:10:10 dan akurasi mencapai 92%. Sedangkan pada skema 2
(Jinak dan Ganas) dengan rasio data 70:15:15, sedangkan arsitektur ResNet50
menunjukkan performa tertinggi dengan akurasi 82%, membuktikan bahwa
arsitektur ini efektif dalam menangani perbedaan visual yang lebih kompleks.

3. Selain akurasi, penelitian ini juga menekankan pentingnya menggunakan metrik
evaluasi lainnya seperti Precision, Recall, dan F1-Score untuk memberikan
penilaian menyeluruh terhadap performa model dalam konteks Kklasifikasi
kanker payudara, terutama ketika data tidak seimbang. Temuan ini diharapkan
dapat menjadi dasar pengembangan sistem bantu diagnosis yang lebih andal,

akurat dalam bidang kesehatan.
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5.2. Saran

1. Disarankan untuk mengintegrasikan teknik ensemble learning dengan
menggabungkan beberapa arsitektur CNN yang berbeda untuk meningkatkan
performa Klasifikasi serta mengurangi risiko kesalahan prediksi akibat
keterbatasan model tunggal.

2. Perlu dilakukan studi lebih mendalam terkait pengaruh preprocessing citra,
seperti penghapusan noise dan peningkatan kontras, terhadap performa model
agar data input yang diberikan ke CNN lebih optimal dan relevan untuk
klasifikasi.

3. Menambah variasi data dengan augmentasi dan menggunakan dataset dari
sumber berbeda dapat meningkatkan kemampuan generalisasi model.
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